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Abstract

Inclusiveep double differential cross sections for neutral current deep inelasaitesing
are measured with the H1 detector at HERA. The data were taken with a leggiondnergy

of 27.6 GeV and two proton beam energiesiBf = 460 and575 GeV corresponding to
centre-of-mass energies 225 and252 GeV, respectively. The measurements cover the
region of6.5 x 1074 < 2 < 0.65 for 35 < Q% < 800 GeV? up toy = 0.85. The
measurements are used together with previously published H1 daja-at920 GeV and
lower Q? data atF, = 460, 575 and920 GeV to extract the longitudinal proton structure
function Fy, in the regionl.5 < Q? < 800 GeV2.
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1 Introduction

Deep inelastic scattering (DIS) data provide high precisests of perturbative quantum chro-
modynamics (QCD), and have led to a detailed and compretensigerstanding of proton
structure, see [1] for a recent review. A measurement ofdghgitudinal proton structure func-
tion, F,, provides a unique test of parton dynamics and the consg@inQCD by allowing a
comparison of the gluon density obtained largely from thediag violations ofF;, to an observ-
able directly sensitive to the gluon density. Previous measents off;, have been published
by the H1 and ZEUS collaborations covering the kinematicore@f low Bjorkenz, and low

to medium four-momentum transfer squarégf,, using data taken at proton beam energies
E, = 460, 575 and920 GeV corresponding to centre-of-mass energieg/sf= 225, 252 and
319 GeV respectively [2—-4]. The new data presented here impilez@xperimental precision
on £y, in the region35 < Q? < 110 GeV?, and provide the first measurementsof in the
region120 < Q% < 800 GeV? and6.5 x 10~* < x < 0.032. As the extraction of; and F,

Is repeated using all available H1 cross section measursitée earlier measurements iof
andF; [2, 3] are superseded by the present analysis. Furthernmotiee determination of the
systematic uncertainties of the published H1lmeasurements [3] an error has been identified
in the procedure of averaging several measurements at@xechich is corrected here.

The differential cross section for deep inelasgticscattering can be described in terms of three
proton structure functionss,, F;, andx F3, which are related to the parton distribution functions
(PDFs) of the proton. The structure functions depend onitienkatic variablesy and@? only,
whereas the cross section is additionally dependent omelasticityy related byy = Q?/sx.
The reduced neutral current (NC) differential cross sectan="p scattering after correcting
for QED radiative effects can be written as

d?o x@4 1 2 Y_
~ 2 NC Y
Fnel(z, Q = — = -2 F - _Z—2F 1
NC( ; 7y) ]$]Q22 2y ( 2 % L % X 3) ) ( )

whereY, = 1 + (1 — y)? and the fine structure constant is definedvas o(Q* = 0).

The cross section for virtual bosoty (y*) exchange is related to the, and = F3 structure
functions in which both the longitudinal and transversedmopolarisation states contribute.
The F;, term is related to the longitudinally polarised virtual basexchange process. As can
be seen from equatichthe contribution off;, to the cross section is significant only at high
For Q? < 800 GeV* the contribution ofZ exchange and the influenceof’; is expected to be
small.

A direct measurement dfy, is performed by measuring the differential cross sectiadifédrent
values of,/s by reducing the proton beam energy fré20 GeV, used for most of the HERA-II
run period, toE, = 460 and575 GeV. The lepton beam energy was maintained7at GeV.
The two sets of cross section data are combined with recpatiyished H1 data taken &t, =
920 GeV [5], and cross section measurements at layetaken atz, = 460, 575 and920 GeV
[3], to provide a set of measurements at fixednd ) but at different values of,. This
provides an experimental separation betweenfheand F;, structure functions. Sensitivity
to F, is enhanced by performing the differential cross sectioeagurement up to high, a
kinematic region in which the scattered lepton energy is bovd consequently the background
from photoproduction processes is large. The cross sectimused to extraét;, and the ratio
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R of the longitudinally to transversely polarised photonteege cross sections. In addition a
direct local extraction of the gluon density(z, Q?) is performed.

This paper is organised as follows: in sectibtihhe H1 detector, trigger system and data sets are
described. The simulation programs and Monte Carlo modeid usthe analysis are presented
in section3. In section4 the analysis procedure is given in which the event seleciuh
background suppression methods are discussed followead agsessment of the systematic
uncertainties of the measurements. The results are pess@mtsection5 and the paper is
summarised in sectiod

2 H1 Apparatus, Trigger and Data Samples

2.1 The H1 Detector

A detailed description of the H1 detector can be found elsge/[6—9]. The coordinate system
of H1 is defined such that the positizeaxis is in the direction of the proton beam (forward
direction) and the nominal interaction point is locatedzat 0. The polar angle is then
defined with respect to this axis. The detector componengt retevant to this analysis are the
Liquid Argon (LAr) calorimeter, which measures the pogiscand energies of particles over the
range4® < 6 < 154°, the inner tracking detectors, which measure the anglesraordenta of
charged particles over the range< 0 < 165°, and a lead-fibre calorimeter (SpaCal) covering
the rangel53° < 0 < 177°.

The LAr calorimeter consists of an inner electromagnetittiea with lead absorbers and an
outer hadronic section with steel absorbers. The calogmstdivided into eight wheels along
the beam axis, each consisting of eight stacks arranged attagonal formation around the
beam axis. The electromagnetic and the hadronic secti@nbigihly segmented in the trans-
verse and the longitudinal directions. Electromagnetawsdr energies are measured with a res-
olutionofdE/E ~ 0.11/+/FE/GeV&0.01 and hadronic energies wittl!/ £ ~ 0.50//E/GeV&
0.02 as determined using electron and pion test beam data [10, 11]

In the central region25° < 6 < 155°, the central tracking detector (CTD) measures the tra-
jectories of charged particles in two cylindrical drift ¢hhers (CJC) immersed in a uniform
1.16 T solenoidal magnetic field. The CTD also contains a furtheit dhamber (COZ) be-
tween the two drift chambers to improve thecoordinate reconstruction, as well as a mul-
tiwire proportional chamber at inner radii (CIP) mainly usked triggering [12]. The CTD
measures charged particle trajectories with a transvemsaentum resolution of (pr)/pr ~
0.2% pr/GeV @ 1.5%. The CJC also provides a measurement of the specific ionisatie
ergy loss,dF/dz, of charged particles with a relative resolution @5% for long tracks.
The forward tracking detector (FTD) is used to supplemeatkireconstruction in the region
7° < 6 < 30° [13] and to improve the hadronic final state (HFS) reconsimacof forward
going low transverse momentum particles.

The CTD tracks are linked to hits in the vertex detectors: #@ral silicon tracker (CST) [14,
15], the forward silicon tracker (FST), and the backwarttsii tracker (BST). These detectors



provide precise spatial track reconstruction and theesfdso improve the primary vertex re-
construction. The CST consists of two layers of double-sgiéwbn strip detectors surrounding
the beam pipe covering an angular ranges@f < ¢ < 150° for tracks passing through both
layers. The FST consists of five double wheels of singleesitap detectors [16] measuring
the transverse coordinates of charged particles. The BSigulés very similar to the FST and
consists of six double wheels of strip detectors [17].

In the backward region the SpaCal provides an energy measutdar electrons and hadronic
particles, and has a resolution for electromagnetic engegpsitionsod £/ E ~ 0.07//E/GeV®
0.01, and a hadronic energy resolution®@f/E ~ 0.70/+/E/GeV & 0.01 as measured using
test beam data [18].

The integratedp luminosity is determined by measuring the event rate forBathe-Heitler
process of QED bremsstrahlurg — epy. The photons are detected in the photon tagger
located at: = —103 m. An electron tagger is placed at= —5.4 m adjacent to the beampipe.

It is used to provide information o#p — eX events at very low)? (photoproduction) where
the electron scatters through a small angle-(# < 5 mrad).

At HERA transverse polarisation of the lepton beam ariséisraly through synchrotron radia-
tion via the Sokolov-Ternov effect [19]. Spin rotators al#d in the beamline on either side of
the H1 detector allow transversely polarised leptons todb&ted into longitudinally polarised
states and back again. Two independent polarimeters LPQJLaj2d TPOL [21] monitor the
polarisation. Only data where a TPOL or LPOL measurementagable is used. When both
measurements are available they are averaged [22].

2.2 The Trigger

The H1 trigger system is a three level trigger with a first ldatency of approximatelg us. In
the following we describe only the components relevant t® dinalysis. NC events at high?
are triggered mainly using information from the LAr caloeter to rapidly identify the scat-
tered lepton. The calorimeter has a finely segmented gegprakktwing the trigger to select
localised energy deposits in the electromagnetic secfitimeacalorimeter pointing to the nom-
inal interaction vertex. For electrons with energy abdveéseV this LAr electron trigger is
determined to beé00% efficient obtained by using LAr triggers fired by the hadrofmal state
particles.

At high y, corresponding to lower electron energies, the backwairbgdFS particles can enter
the SpaCal and therefore trigger the event. In addition logrggnscattered electron candidates
can be triggered by the Fast Track Trigger [23, 24] based bimfurmation provided by the
CJC, and the LAr Jet Trigger [25] using energy depositions éLtAr calorimeter. These two
trigger subsystems allow electron identification to be @anied at the third trigger level [26].
This L3 electron trigger and the SpaCal trigger are used terekthe kinematically accessible
region to highy where scattered leptons have energies as lod@sV, the minimum value
considered in this analysis. For electron energies©éV, the total trigger efficiency is found
to vary betwee®1 — 97% depending on the kinematic region.

LIn this paper “electron” refers generically to both eleas@nd positrons. Where distinction is required, the
termse™ ande™ are used.



2.3 Data Samples

The data sets used in the measurement of the reduced crosmsaorrespond to two short
dedicated data taking periods in 2007 in which the protombesaergy was reduced 460 GeV
and575 GeV, and the scattered lepton was detected in the LAr ca&iemThe positron beam
was longitudinally polarised with polarisatidh = (Ng — N.)/(Ngr + Ni), whereNg (Ny) is
the number of right (left) handed leptons in the beam. Thegr#ted luminosity and longitudi-
nal lepton beam polarisation for each data set are giverbla 1a The lepton beam polarisation
plays no significant role in this analysis.

E, = 460 GeV E, =575 GeV
L£=118pb* L=54pb !
P, =(-4234+08)% | P, = (—41.8+0.8)%

etp

Table 1: Integrated luminosities;, and luminosity weighted longitudinal lepton beam polari-
sation,P,, for the data sets presented here.

The extraction of thé;, structure function in sectiof.2 uses the cross section measurements
presented here and measurement8,at= 920 GeV in which the scattered lepton is detected
in the LAr calorimeter [5] and a¥, = 460, 575 and 920 GeV with the electron detected
in the SpaCal [3]. The two detectors provide access to diftekenematic regions and the
corresponding measurements are referred to as the LAr aa@@lata for each of the three
values ofE,,.

3 Simulation Programs

In order to determine acceptance corrections, DIS prosesee generated at leading order
(LO) QCD using the DANGOH 1.4 [28] Monte Carlo (MC) simulation program which is based
on HERACLES4.6 [29] for the electroweak interaction and oerT06.5.1 [30] for the hard
matrix element calculation. The colour dipole model (CDM)raplemented in RIADNE [31]

is used to simulate higher order QCD dynamics. Th&sSET7.410 program [32] is used
to simulate the hadronisation process in the framework ef‘string-fragmentation’ model.
The parameters of this model used here are tuned to desail®ric 7 decay data [33].
The simulated events are weighted to reproduce the crosissepredicted by the NLO QCD
fit HLPDF 2012 [5]. This fit includes H1 low)? NC data and highQ)? neutral and charged
current (CC) data from HERAI, as well as inclusive NC and CC mesmants from H1 at
high @* based on the full HERA Il integrated luminosity & = 920 GeV [5]. In addition the
ComMPTON 22 [34] MC is used to simulate elastic and quasi-elastic QEh@ton processes,
and replaces the Compton processes simulation availableAN®0H.

The detector response to events produced by the variousajenprograms is simulated in de-
tail using a program based ore&NT3 [35]. The simulation includes a detailed time dependent
modelling of detector noise conditions, beam optics, peddion and inefficient channel maps
reflecting actual running conditions throughout the dakinperiods. These simulated events
are then subjected to the same reconstruction, calibrai@nment and analysis chain as the
real data.



4 Experimental Procedure

4.1 Kinematic Reconstruction

Accurate measurements of the event kinematic quantijiesr andy are an essential com-
ponent of the analysis. Since both the scattered leptonf@ntddronic final state (HFS) are
observed in the detector, several kinematic reconstmictiethods are available allowing for
calibration and cross checks.

The primary inputs to the various methods employed are th#tesed lepton’s energi, and
polar scattering anglé., as well as the quantity = »_.(E; — p.,;) determined from the sum
over the HFS particles assuming charged particles haveitimerpass, wheré”; andp, ; are
the energy and longitudinal momenta respectively [36]. &hhQ? and lowy the HFS is
dominated by one or more jets. Therefore the complete HF®eapproximated by the sum
of jet four-momenta corresponding to localised calorineetnergy sums above threshold. This
technique allows a further suppression of “hadronic noisethe reconstruction arising from
electronic sources in the LAr calorimeter or from back-tma&td low energy particles produced
in secondary interactions.

The most precise kinematic reconstruction methodyfar 0.1 is the e-method which relies
solely onE’ andd, to reconstruct the kinematic variabl€s andy as

E'siné,)? £’ 0.
Qg:ﬂa ye_l_E:Sinz(E)a (2)

andz is determined via the relation = Q?/sy. This method is used in the analysis region
y > 0.19 since the resolution of the-method degrades at loy. The method is also sus-
ceptible to large QED radiative corrections at the highest Bwesty. A cut on quantity
E — P, =Y+ E!(1 — cosf.) ensures that the radiative corrections are moderate.

In the ¥-method [37],y is reconstructed as/(E — P,) and is therefore less sensitive to QED
radiative effects. TheX-method [38] is an optimum combination of the two and mamgai
good resolution throughout the kinematic range of the memseant with acceptably small QED
radiative corrections. The kinematic variables are dei@echusing

9 , (E!sin#,)? z
QEZ Qe 1_y6 ) Yex: e[E—PZP ) ( )
andz is determined as for themethod above. The>X-method is employed to reconstruct the
event kinematics foy < 0.19 in which X is determined using hadronic jets defined using the
longitudinally invariantk jet algorithm [39, 40].

4.2 Polar Angle Measurement and Energy Calibration

The detector calibration and alignment procedures addptdtis analysis rely on the methods
discussed in detail in [5] which uses the high statistigs= 920 GeV data recorded just prior
to the460 and575 GeV runs. The detector was not moved or opened between teperiods.
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The alignment and calibration constants obtained,at 920 GeV are verified using the same
methods [5] for the data presented here.

In this analysis the scattered lepton is detected in the ladorameter by searching for a com-
pact and isolated electromagnetic energy deposition. Dier pngle of the scattered lepton,
0., is determined using the position of its energy depositstelr) in the LAr calorimeter, and
the event vertex reconstructed with tracks from chargetgbas. The relative alignment of the
calorimeter and tracking chambers is verified using a samp&vents with a well measured
lepton track [41] in which the COZ chamber provides an aceuratconstruction of the par-
ticle trajectory. The residual difference between thekraed cluster polar angles in data and
simulation is found to be less thammrad, and this value is used as the systematic uncertainty
of the scattered lepton polar angle.

An in situ energy calibration of electromagnetic energy depositiarthe LAr calorimeter is
performed for both data and simulation. Briefly, a sample Gfévents in which the HFS is well
contained in the detector is used with the Double Angle retrantion method [42,43] to predict
the scattered lepton energy44) which is then compared to the measured electromagnetic
energy response allowing local calibration factors to biemheined in a finely segmented grid
in z and¢. The residual mismatch betweé, , and £/, after performing the calibration step
are found to vary withinr~ 0.3 — 1% depending on the geometric location of the scattered
lepton within the LAr calorimeter. An addition&l3% correlated uncertainty is considered and
accounts for a possible bias in t 54 reconstruction and is determined by varyfigand a
measurement of the inclusive hadronic polar angleby the angular measurement uncertainty.
This has been verified by comparing the residual global shiétween data and MC in the
kinematic peak of thé”’ distribution.

At the lowest electron energies the calibration is validaising QED Compton interactions
ep — eyp with E/ of 3 — 8 GeV in which the lepton track momentui, .. iS compared to
the measured enerdy, of the cluster. The simulation on average describes thevagatan this
low energy region. For energies beldw GeV an additional uncorrelated uncertainty0o3%

is included to account for a possible nonlinearity of thergnescale.

The hadronic response of the detector is calibrated by negua transverse momentum bal-
ance between the predictéy in the DA-method £r p4) and the measured hadronic final state
using a tight selection of well reconstructed events witlingle jet. The calorimeter calibra-
tion constants are then determined in a minimisation proeedcross the detector acceptance
separately for HFS objects inside and outside jets and émteimagnetic and hadronic contri-
butions to the HFS [44]. The potential bias in the 4 reference scale @£.3% is also included
as a correlated source of uncertainty.

The mean transverse momentum balance between the hadralistéite and the scattered lep-
ton both in data and simulation agree to withlfi precision which is taken as the uncorrelated
hadronic scale uncertainty. The hadronic SpaCal calibrasgerformed in a similar manner
and a systematic uncertainty ©f is adopted.

4.3 Measurement Procedure

The event selection and analysis of the NC sample followsetjothe procedures discussed
in [5]. Inelasticep interactions are required to have a well reconstructedacten vertex to

9



suppress beam induced background events. Bigheutral current events are selected by re-
quiring each event to have a compact and isolated clusthBeirlectromagnetic part of the LAr
calorimeter. The scattered lepton candidate is identifseith@ cluster of highest transverse mo-
mentum and must have an associated CTD track. For high eteetrergies the track condition
is relaxed as detailed 3.1 The analysis is restricted to the regigh < Q? < 890 Ge\~.

The quantity®? — P, summed over all final state particles (including the elettis required
by energy-momentum conservation to be approximately équalice the initial electron beam
energy. Restricting’ — P, to be greater thaB5 GeV considerably reduces the photoproduction
background and radiative processes in which either théesedtlepton or bremsstrahlung pho-
tons escape undetected in the lepton beam direction. Tgiealalgorithms [46] are employed
to suppress noap and QED Compton backgrouneds — evp.

The photoproduction background increases rapidly withregsing electron energy (corre-
sponding to highy), therefore the analysis is separated into two distincioreg thenominal
analysis ¢. < 0.38), and thehigh yanalysis (.38 < y. < 0.9). In thehigh yregion dedicated
techniques are employed to contend with the large backgrolime analysis differences in each
kinematic region are described below.

4.3.1 Nominal Analysis

At low y < 0.38 the minimum electron energy is kinematically restrictedbéoabovel 8 GeV.
The forward going hadronic final state particles can undémggractions with material of the
beam pipe leading sometimes to a bias in the reconstrucfitimeqrimary interaction vertex
position. In such cases the vertex position is calculatetyusstand alone reconstruction of the
track associated with the electron cluster [45,46]. Fomnthiminalanalysis the photoproduction
contribution is negligible, and the only sizeable backgibweontribution arises from remain-
ing QED Compton events which is estimated using simulatione &lectron candidate track
verification is supplemented by searching for hits in the @i¢ated on the trajectory from the
interaction vertex to the electron cluster. This optimise@dtment of the vertex determination
and verification of the electron cluster with the trackeomfiation improves the reliability of
the vertex position determination and increases the dfiiigi®f the procedure to be larger than
99.5%.

For the regiony < 0.19 the hadronic noise has an increasing influenc&and on the trans-
verse momentum balané#-,/ Pr . through its effect o, wherePr,, Pr . are the hadronic
and scattered lepton transverse momenta respectivelyevidrg kinematics reconstructed with
theeX-method in which the HFS is formed from hadronic jets onlpits the noise contribution
and substantially improves the , / Pr . description by the simulation. The jets are found with
the longitudinally invariant jet algorithm [39, 40] as implemented in FastJet [47, 48hwit
radius parameteR = 1.0 and are required to have transverse moménta, > 2 GeV. In fig-
ure 1 the quality of the simulation and its description of the = 460 GeV andE, = 575 GeV
data fory. < 0.19 can be seen for the distributions of the, / Pr.., 0;cts, andE — P, where alll
HFS quantities are obtained using the vector sum of jet foomenta. The simulation provides
a reasonable description of both sets of distributions. Mkesimulation is normalised to the
integrated luminosity of the data.
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4.3.2 HighyAnalysis

In thehigh yregion (.38 < y. < 0.9) the analysis is extended to low energies of the scattered
electron,E’ > 3 GeV. At these energies photoproduction background caritdbs arise from

7Y — ~~ decays, from charged hadrons being misidentified as etecadidates, and from
real electrons originating predominantly from semi-leptodecays of heavy flavour hadrons.
These contributions increase rapidly with decreasinggnef the electron candidate. There-
fore additional techniques are used to reduce this backgrou

The background from® — ~~ decays leads to different electromagnetic shower profides-c
pared to electrons of similar energy. In addition genuireetebns have a momentum matched
track associated to the cluster. Four cluster shape vasaiid the ratio of the candidate elec-
tron energyE! determined using cluster information, to the momentum efdabsociated track
pe, are used in a neural network multilayer perceptron [49]igziminate signal from back-
ground. Additional information using the specific ionisatienergy lossd £ /dzx, of the track

is also used to form a single electron discrimination vdeab,,., such that a value af cor-
responds to electrons and a valuedaforresponds to hadrons. The neural network is trained
using single particle MC simulations, and validated witmpées of identified electrons and
pions from.J/¢ — ete” and K — w7~ decays in data and MC [26, 27]. For the region
E! < 10 GeV isolated electrons are selected by requirdng. > 0.80 which is estimated to
have a pion background rejection of more tl#886 and a signal selection efficiency of better
than90% [26]. For the regiorE?, > 10 GeV the scattered electron is identified as in the nominal
analysis.

The scattered lepton candidate is required to have posiheege corresponding to the beam
lepton. The remaining background is estimated from the rarrobdata events with opposite
charge. This background is statistically subtracted frompositively charged sample. How-
ever, a charge asymmetry in photoproduction can arise dtieetdifferent detector response
to particles compared to antiparticles [50,51]. The chagynmetry has been determined by
measuring the ratio of wrongly charged scattered leptorticates ine*p to e p scattering
at £, = 920 GeV data and was found to be03 £ 0.05 [5]. This is cross checked in the
E, = 460 and575 GeV data using photoproduction events in which the scattekectron is
detected in the electron tagger. In this sample fake seattelectron candidates passing all se-
lection criteria are detected in the LAr calorimeter withtfbpositively and negatively charged
tracks associated to the electromagnetic cluster. Theelesymmetry is obtained by compar-
ing the two contributions. The results obtained are coestswith the asymmetry measured in
the £, = 920 GeV data, however due to the lower statistical precisiorheff, = 460 and
575 GeV data sets, the uncertainty of the asymmetry is increased8. The asymmetry is
taken into account in the subtraction procedure. The effayievith which the lepton charge is
determined is well described by simulation witlir5% and is discussed in sectidrb.

The control of the background in the most critical region&jf < 6 GeV is demonstrated in
figure 2 for both data sets. The MC simulation is normalised to thegrated luminosity of
the data. In all cases the background dominated regionsetel@scribed in shape and overall
normalisation, giving confidence that the background douations can be reliably estimated
from the wrong charge sample. At lolv— P, a peak is observed arising from QED initial state
radiation (ISR) which is reasonably well described. Thekut P, > 35 GeV suppresses the
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influence of ISR on the measurement. Thg. distribution show two populations peaking at
zero and unity arising from hadrons and real electrons is@dy. The peak aD,,. = 1 for
the background indicates that there are real electronsineimaining background sample.

Thee-method has the highest precision in this region of phaseesgad is used to reconstruct
the event kinematics. Figufzshows the energy spectrum and the polar angle distribution o
the scattered lepton, and tike— P, spectrum of thénigh y sample for the, = 460 and575
GeV data before background subtraction. The backgrounchatsts are shown together with
the contribution from the remaining QED Compton process. MN@ksimulation provides a
good description of these distributions.

In the scattered lepton energy spectrum a small discotyimii® GeV can be seen. This is
a consequence of suppressing events in which two electnodidzates are found, one with
E < 8 GeV and the other witliy > 8 GeV. This criterion efficiently suppresses background
from the QED Compton process in the regibh < 8 GeV.

4.4 Cross Section Measurement

The simulation is used to correct the selected event sarmpleketector acceptance, efficien-
cies, migrations and QED radiation effects. The simulapoyvides a good description of the
data and therefore is expected to give a reliable deteriomaf the detector acceptance. The
accessible kinematic ranges of the measurements depehe ogsblution of the reconstructed
kinematic variables. The ranges are determined by requitie purity and stability of any
measurement bin to be larger tha1, as determined from signal MC. The purity is defined as
the fraction of events generated and reconstructed in aureagnt bin {V9*") from the total
number of events reconstructed in the bNT§. The stability is the ratio of the number of events
generated and reconstructed in a bin to the number of evenisrgted in that bin\(?). The
purity and stability are typically found to be abo@). The detector acceptancé,= N" /N9,
corrects the measured signal event yields for detectoctsffacluding resolution smearing and
selection efficiency.

The measured differential cross sectioris, Q%) are then determined using the relation

o, Q?) =

whereN andB are the selected number of data events and the estimatecenofiiackground
events respectively; is the integrated luminosity;, is the bin centre correction, a4+ A®FP)
are the QED radiative corrections. These corrections dieatein [52,53] and are calculated
to first order in« using the program ERACLES[29] as implemented in DIANGOH [28] and
verified with the numerical analysis programg&iror[54] and EPRC[55]. No weak radiative
corrections are applied to the measurements.

C- (L4 AR (4)

The bin centre correctiofi(z, Q?) is a factor obtained from NLO QCD expectatioft, using
H1PDF 2012 [5], and scales the bin integrated cross sediardifferential cross section at the
kinematic pointz, Q? defined as

_ o'"(z,Q*)
o ffbm dx/dQQI Uth(x/,QQ/)'
12

C(z, Q%) ()



The cross section measurements are finally corrected fafteets of lepton beam polarisation
using the H1PDF 2012 fit to yield cross sections with= 0. This multiplicative correction
does not excee2l 5% in the region considered.

In order to optimise the measurement for an extraction ofstngcture functionF, the cross
sections are measured gnQ? bins fory > 0.38 at £, = 460 GeV, andy > 0.304 at £, =

575 GeV. At E, = 920 GeV they, Q* binned cross sections are published for 0.19 [5].

This binning is constructed specifically for a measuremént,owith fine segmentation ip.

The lower limits iny for each proton beam energy are chosen such that they hagautine:

for all three values of,. In all other cases the cross sections are measuréd,in bins. The

bin boundaries and bin centres in thé — x plane are chosen to be the same in the overlapping
region forE,, = 460, 575 and920 GeV for35 < Q? < 800 Ge\~.

4.5 Systematic Uncertainties

The uncertainties on the measurement lead to systematis@m the cross sections, which can
be split into bin-to-bin correlated and uncorrelated paA# the correlated systematic errors
are found to be symmetric to a good approximation and arenasgso in the following. The
total systematic error is formed by adding the individuabes in quadrature.

The size of each systematic uncertainty source and itsmegfi@pplicability are given in ta-
ble 2. Further details can be found elsewhere [41,44-46, 56] iichvbeveral of the sources of
uncertainty have been investigated using fie= 920 GeV LAr data. The results of similar
studies performed using thg, = 460 GeV and>75 GeV LAr data are compared to these earlier
analyses to determine the systematic uncertainties. Thente of the systematic uncertain-
ties on the cross section measurements are given in talleand their origin and method of
estimation are discussed below.

Electron Energy: Uncertainties arise from the particular choice of calilmatsamples, and
the linearity correction uncertainty. These uncertastee taken from the analysis of the
920 GeV data [5]. The uncertainty varies as a functioregf, [5], the z position of the
scattered electron in the calorimeter, as given in tablEhe correlated part of the uncer-
tainty of 0.3% accounts for a possible bias in th&, 4 reconstruction used as a reference
scale in the energy calibration procedure. This resultssgsdematic uncertainty which
is up to2 — 3% at lowy.

Hadronic Calibration: An uncorrelated uncertainty of% is used for the hadronic energy
measurement. The uncertainty is determined by quantifiiegagreement between data
and simulation in the mean of the;,,/ Pr. distribution in different kinematic regions.
The correlated part of the uncertainty accounts for a ptessiias in theF, 4 reconstruc-
tion used as a reference scale in the energy calibratios. déiermined to be.3% and
results in a correlated systematic error on the cross seetiuch is up to2 — 3% at low
y. The resulting correlated systematic error is typicalljole1% for the cross sections.

Polar Angle: A correlatedl mrad uncertainty on the determination of the electron patar
gle is considered. This contribution leads to a typical utazety on the reduced cross
sections of less that%.
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Source

Region

Uncertainty

Electron energy scale

Zimp < —150 cm
—150 < 2zjmp < —60cm
—60 < Zimp < +20cm
+20 < Zimp < +110cm

Zimp > +110cm

0.5% unc. s 0.3% corr.
0.3% unc.® 0.3% corr.
0.5% unc.® 0.3% corr.
0.5% unc.® 0.3% corr.
1.0% unc.® 0.3% corr.

Electron scale linearity E! <11GeV 0.5%
Hadronic enerav scale LAr & Tracks 1.0% unc.® 0.3% corr.
9y SpacCal 5.0% unc.® 0.3% corr.
Polar angle 0. 1 mrad corr.
Noise y < 0.19 5% energy not in jets , corr.
y > 0.19 20% corr.
. - highy 0.3 -2%
Trigger efficienc .
99 y nominal 0.3%
- highy 1%
Electron track and vertex efficiency nominal 0.2 — 1%
Electron charge ID efficiency highy 0.5%
- high y zimp, < 20 (> 20) cm 0.5% (1%)
Electron ID efficienc ) P
y nominalziy,, < 20 (> 20) cm 0.2% (1%)

E! <10GeV
highy
r<01,01<x<03,2>03

D, > 0.80 & 0.04 corr.
1.03 £ 0.08 corr.
0.3% , 1.0%, 2.0%

Extra background suppression
High y background subtraction

QED radiative corrections

highy:y < 0.8 (y > 0.8) 1% (1.5%)

. highy 0.5%

Acceptance corrections nominal 0.2%
Luminosity 4% corr.

Table 2. Table of applied systematic uncertainties ancbreggof applicability. Uncertainties
which are considered point-to-point correlated are lagkdorr., and all other sources are con-
sidered uncorrelated. The effect of these uncertaintiethercross section measurements is
given in the tables of sectidn(except for the luminosity uncertainty).

Noise Subtraction: Energy classified as noise in the LAr calorimeter is excluftedh the
HFS. Fory < 0.19 the calorimetric energy not contained within hadronic jstslassified
as noise. The uncertainty on the subtracted noise is estihtatbe5% of the noise
contribution as determined from the analysis of the HERA JI= 920 GeV data [5]. For
y > 0.19 the noise contribution is restricted to the sum of isolatedénergy calorimetric
depositions. Here the residual noise contribution is a&gigan uncertainty at0%, to
accomodate differences between data and simulation.

Nominal Trigger Efficiency: The uncertainty on the trigger efficiency in theminalanalysis
is determined separately for bo#f), = 460 and575 GeV data taking periods. Three trig-
ger requirements are employed: the global timing, the etrtenihg and the calorimeter
energy. The inefficiency of global timing criteria to supgseout of time beam related
background was continuously monitored with high precisiad found to b&.3% and is
corrected for. Finally the event timing trigger requirerteewere also continuously mon-
itored in the data. After rejection of local inefficient regs the overall trigger efficiency
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is close t0o100% and an uncertainty df.3% is assigned.

High y Trigger Efficiency: Atlow E! the LAr electron trigger is supplemented by the SpaCal
trigger and by the Level 3 electron trigger based on the LATdigger and the Fast Track
Trigger. The same global timing conditions as mentionedvalare used in thaigh y
triggers. The SpaCal trigger and the LAr electron triggeretbgr with the L3 electron
trigger are independent since the SpaCal trigger is fired éy#tkward going hadronic
final state particles. The efficiency of each of these two gsoaf triggers is determined
using events triggered by the other group as a monitor sarhptae analysis events from
both groups of triggers are used. The combined efficiencylisutated and is found to
vary betweer91% and97% at E! = 3 GeV. The statistical uncertainty of the combined
efficiency together with &.3% uncertainty arising from the global timing conditions is
adopted as uncorrelated trigger uncertainty. It variesfda3% at high electron energies
to 2% at £ = 3 GeV.

Electron Track-Vertex Efficiency: The efficiencies for reconstructing a track associated to
the scattered lepton and for reconstructing the interactertex are determined simulta-
neously. The efficiency measurement follows the procedsesl un the analysis of the
HERAII E, = 920 GeV data and checked on tiig, = 460 and575 GeV data. Three
algorithms are used to determine the interaction verter. ddta and MC efficiencies are
compared for each contributing algorithm. The combinedigfficy in thenominalanal-
ysis is found to be larger tha9.5% in the data. The residual differences between data
and simulation after correction of simulation by3% define the uncorrelated systematic
uncertainty which i9).2% and is considered to be uncorrelated. In ltigh yanalysis a
more stringent requirement on the quality of the track aisged to the scattered lepton is
applied. The efficiency was measured using electrons indjien of £/ > 18 GeV and
checked at lowr’ using a sample of QED Compton events. It is found t@g in data
with a difference ofl % between data and simulation. This difference was correfcted
and al% uncorrelated uncertainty is adopted.

Electron Charge Identification Efficiency: In the high y analysis the efficiency for correct
charge identification of the scattered lepton is measuretthénregion£!, > 18 GeV
which is free from photoproduction background. The simalatlescribes the efficiency
of the data with an overall difference 6f5%, and no significant time dependence is
observed. This is validated using ISR events in which thernminog beam positron has
reduced energy due to QED radiation, yielding a sample ohtsvehich is free from
photoproduction background but ha% below 12 GeV. The measured cross section is
corrected for the overall difference by increasing the mead values by x 0.5% with
an uncertainty of x 0.25%. The factor of two accounts for the fact that charge misiden-
tification has a dual influence on the measurement by causitigabloss of signal events
and an increase of the subtracted background [46].

Electron Identification: A calorimetric algorithm based on longitudinal and transeeshower
shape quantities is used to identify electrons inkhe= 460 and575 GeV data sample.
The efficiency of this selection can be estimated using alsitnpck based electron finder
which searches for an isolated high track associated to an electromagnetic energy
deposition. The efficiency is well described by the simolatand the uncertainty of
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0.2% (0.5%) is assigned in th@ominal(high y) analysis ati,, < 20 cm. Forzj,, >
20 cm the uncertainty is taken to h&; due to the lack of statistics in this region selected
by the track based algorithm.

Extra Background Suppression: The uncertainty on the efficiency of the,,. requirement
has been studied witlh/¢) — ee decays in data and is well described by the simulation.
A variation of +0.04 around the nominab,,. cut value accommodates any residual dif-
ference between data and simulation. This variation lea@sdross section uncertainty
of up to2% at highesty.

High y Background Subtraction: Inthehigh yanalysis the photoproduction background asym-
metry is measured in the, = 460 and575 GeV data, and found to be consistent with the
determination using th&, = 920 GeV data [5, 46], albeit with reduced precision. There-
fore the asymmetry is taken from the analysis of the HERAtadd E,, = 920 GeV and
the associated uncertainty is increased.68. The resulting uncertainty on the measured
cross sections is at moat7% aty = 0.85 and@Q? = 35 Ge\~.

QED Radiative Corrections: An error on the cross sections originating from the QED radia
tive corrections is taken into account. This is determingddmparing the predicted ra-
diative corrections from the programsRACLES (as implemented in I\NGOH), HEC-
TOR, and EPRC. The radiative corrections due to the exchange of two or rpbigons
between the lepton and the quark lines, which are not indullddJANGOH, vary with
the polarity of the lepton beam. This variation, estimatethg EPRC, is found to be
small compared to the quoted errors and is neglected [46].

Model Uncertainty of Acceptance Correction: The MC simulation is used to determine the
acceptance correction to the data and relies on a specificeccbbPDFs. The assigned
uncertainty is listed in tabl2.

Luminosity: The integrated luminosity is measured using the Bethel¢tgirocessep —
epy with an uncertainty oft%, of which0.5% is from the uncertainty in the theoretical
calculation of this QED process.

5 Results

5.1 Double Differential Cross Sections

The reduced cross sectiobgc(z, Q%) for P, = 0 are measured in the kinematic rangje <

Q% < 800GeV? and0.00065 < = < 0.65 at two different centre-of-mass energies and are
referred to as the LAr data. The data are presented in t&ble$and shown in figurel. The
figure also includes previously published H1 data [3] in €fterange of the new data reported
here, and are referred to as the SpaCal data. The publiglte@eV e*p LAr data [5] are
scaled by a normalisation factor )18 [57]. This correction factor arises from an error in the
CompPTONgenerator used in the determination of the integrated losiip of the HERA-11 920
GeV data set. The new LAr data provide additional lowneasurements fap? > 35 Ge\?
(from the £, = 460 and575 GeV data sets). The data are compared to the HIPDF 2012 fit [5]
which provides a good description of the data.
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5.2 Measurement off'y,

According to equatiori it is straightforward to determiné’, by a linear fit as a function of
y?/(1 + (1 — y)?) to the reduced cross section measured at given valuesaofd Q? but at
different centre-of-mass energies. An example of this @doce is shown in figuré for six
different values ofr at Q? = 60 GeV2. This method however does not optimally account for
correlations across all measurements, and therefore @malive procedure is applied.

The structure function$;, and F; are simultaneously determined from the cross section mea-
surements akb, = 460, 575 and920 GeV using a¢*> minimisation technique as employed in [3].
In this approach the values 6} andF; at each measured ? point are free parameters of the
fit. For Q% < 800 Ge\? the influence of the F; structure function is predicted to be small and
is neglected. In addition, a set of nuisance parameéiefsr each correlated systematic error
sourcey is introduced. The minimisation is performed using the nesasurements presented
here as well as previously published data from H1 [3, 5]. Théunction for the minimisation
is
2
[(Fz,i — fya)Fri) — >0, Tigby — Mz}
X (Fpi, Fa b)) = Z K iV N Zb§7 ®)
g j

wheref(y) = y?/(1+ (1 —y)?) andy; is the measured reduced cross section at, &Y point;
with a combined statistical and uncorrelated systematiedaintyA; = \/ (A2 + A?

1,stat z,syst) '
The effect of correlated error sourcg®n the cross section measurements is given by the sys-
tematic error matriX’; ;. The correlations of systematic uncertainties betweersgraCal data
sets at different energies are taken from [3]. The systemaitertainties of the LAr measure-
ments are taken to b#)0% correlated among th&0 , 575 and920 GeV data sets. There is no
correlation between LAr and SpaCal measurements excepimmanon integrated luminosity
normalisation of the LAr and SpaCal datafgf = 460 and575 GeV. For lowy < 0.35, the
coefficient f(y) is small compared to unity and thug, can not be accurately measured. To
avoid unphysical values faf;, in this kinematic region the? function is modified by adding
an extra prior [3]. The minimisation of thg? function with respect to these variables leads to a
system of linear equations which is solved analyticallyistachnique is identical to the linear
fit discussed above when considering a single)? bin and neglecting correlations between
the cross section measurements.

The x? per degree of freedom is found to b&1/210. The systematic sources include normal-
isation uncertainties for the SpaCal and LAr data setsipr= 460, 575 and 920 GeV data
which are all shifted in the minimisation procedure by ldsant one standard deviation with
the exception of the LAB20 GeV data which are re-normalised B8.4%, or 1.2 standard
deviations. All other sources of uncertainty includinggbaelated to calibration scales, noise
subtractions, background estimates and polar angle negasuts are shifted by typically less
than0.3 and never more tham8 standard deviations.

The measured structure functions are given in tabtsver the full range inQ? from 1.5 to
800 Ge\2. Only measurements df;, with a total uncertainty less than3 for Q? < 25 Ge\?,

or total uncertainty less thah4 for Q? > 35 Ge\? are considered. The table also includes
the correlation coefficient between thef, and F;, values. In figure$ and 7 the measured
structure functiong, and £, are shown in the regioris< Q? < 25 GeV? and@Q? > 35 Ge\?
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respectively. The new data reported here, in which the eseaitelectron is recorded in the
LAr calorimeter, provide small additional constraints te f';, measurement for.5 < Q? <

25 GeV? by means of correlations in the systematic uncertaintiege. SpaCal and LAr data are
used together fa35 < Q% < 90 GeV? . ForQ? > 120 Ge\? I is determined exclusively from
the LAr cross section measurements. Therefore these datassde the previous measurements
of Fy, andF7, in [2,3]. For precision analyses of H1 data it is recommertdadse the published
tables of the reduced differential cross sections giveales3 to 4 and the full breakdown of
systematic uncertainties instead of the derived quasititieor F.

This measurement af;, and F, at highy constitutes a model independent method with no
assumptions made on the values of the structure functionthinMincertainties thé";, struc-
ture function is observed to be positive everywhere and @pprately equal t20% of F,.
Also shown are the, and F, measurements from the ZEUS collaboration [4] which agree
with the H1 data. The ZEUS data are moved to €ievalues of the H1 measurements using
the HIPDF 2012 NLO QCD fit. This QCD fit is able to provide a goodcdesion of both
measurements df; and £, across the ful)? range.

In order to reduce the experimental uncertainties flemeasurements are combined at each
@Q? value. Furthermore the highe&t® bins are also averaged to achieve an approximately
uniform experimental precision over the full kinematic ganof the measurement. Thig?
averaging is performed fap? = 300 and400 Ge\?, and for theR)? = 500, 600 and800 GeV?
values. The resulting data are given in tabland shown in figuré where the average for
each(? is provided on the upper scale of the figure. The data are cadpa a suite of
QCD predictions at NNLO: HERAPDFL1.5 [58], CT10 [59], ABM11 [60ASTW2008 [61],
JRO9 [62] and NNPDF2.3 [63]. In all cases the perturbatieutations provide a reasonable
description of the data.

A similar average off;, measurements over has already been performed in [3] fQ® <

45 GeV2. A small problem in [3] has been identified in the averagingcedure which lead
to underestimated correlated systematic uncertaintieshatas been corrected in the measure-
ments reported here. Therefore the data presented in tablgsersedes the corresponding table
from [3].

The cross section rati of longitudinally to transversely polarised virtual phogois related to
the structure functiong, and '}, as

ar Fr,

= . 7
ar Fy — Fp, ()

This ratio has previously been observed to be approximateigtant foB.5 < Q* < 45 GeV? [3].

The values of? as a function of)? are determined by minimising th¢ function of equatior®

in which F7y, is replaced by
R

= E:

1+R*
assuming the value df is constant as a function offor a given@?. The minimum is found
numerically in this case, using the MINUIT package [64]. Tdsymmetric uncertainties are

determined using a MC method in which the mean squared davittom the measured value
of R is used to define the asymmetric uncertainties. The regutitue of R(Q?) is shown in

Fr,
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figure 9. The measurements are compared to the prediction of the HEERA.5 NNLO for
Vs =225 GeV andy = 0.7. The expected small variation &f in the region ofz in which the
data are sensitive to this quantity is also shown.

The data are found to be consistent with a constant valuesst¢he entire)? range shown.
The fit is repeated by assuming thais constant over the ful)? range. This yields a value of
R = 0.234:0.04 with x?/ndf =314 /367 which agrees well with the value obtained previously [3]
using only data up tq)? = 45 GeV*, and with the ZEUS data.

At NLO and NNLO QCD, analyses of DIS data constrain the gluomsdg through the pre-
cision measurements @ and the reduced NC cross sections through their scalingtioois.
Since at ordety, the gluon density is related 5, via the approximate relation [65, 66]

2\ 37 2

l‘g(l',@ ) ~ 1772@S(Q2>FL(x,Q )7 (8)
the direct measure of;, can be used to demonstrate its sensitivity to the gluon tebsi
comparing the gluon obtained from th& measurements to the predicted gluon density ob-
tained from a NLO QCD fit to DIS data.In figuE the gluon density extracted according to
equationB is compared to the prediction from the gluon density deteeaiin the NLO HERA-
PDF1.5 QCD fit. The uncertainty bands of the theoretical ptexh includes experimental,
model and parametrisation uncertainties of the fit prooedur order to judge on the goodness
of the approximation, the gluon density as obtained by apglgquatior8 to the F;, prediction
based on the NLO HERAPDF1.5 QCD fit is also shown. A reasonakeaent between the
gluon density as extracted from the direct measuremeht @fased on the approximate relation
with the gluon derived indirectly from scaling violatiorsaobserved.

6 Conclusions

The unpolarised neutral current inclusive DIS cross sactow ep interactions are measured
at two centre-of-mass energies ofs = 225 and 252 GeV with integrated luminosities of
11.8 pb~! and5.4 pb~! respectively. The measurements are performed up to thesigitces-
sible inelasticity ofy = 0.85 where the contribution of thé), structure function to the reduced
cross section is sizeable. The data are used together vettopsly published measurements
aty/s = 319 GeV (£, = 920 GeV) to simultaneously extract th€, and F, structure func-
tions in a model independent way. The new data extend previeeasurements df, up to
Q? = 800 GeV? and supersede previous H1 data. Predictions of differentifative QCD
calculations at NNLO are compared to data. Good agreemaeastiserved between the mea-
surements and the theoretical calculations. The r&tiof the longitudinally to transversely
polarised virtual photon cross section is consistent waimgp constant over the kinematic range
of the data, and is determined to $€0.23 4+ 0.04. The F, measurements are used to perform
a gluon density extraction based on a NLO approximation visdound to agree reasonably
well with the gluon determined from scaling violations.
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. ¥ F T T T T
§ @ v GNC | Stot | Sstat | Sunc | Sine | Oline | Scor | Sior | Sl | Otor | Scor | Scor | Sior
(GeV?) (%) (%) | %) | (%) | (%) | (%) (%) (%) (%) (%) | (%) (%)
35 | 8.10x 10~ T | 0.850 1.343 | 6.5 4.5 3.8 0.6 28 | 28 | —0.3 | —04 0.2 0.7 2.3 1.2
45 | 1.04x 10-° | 0.850 1.173 | 6.3 4.7 3.4 0.4 24 | 24 | —01 | —0.5 0.1 0.6 2.1 1.0
45 | 1.18 x 1073 | 0.750 1.187 | 5.7 5.1 2.2 0.6 08 | 1.3 02 | —0.5 0.0 0.3 0.6 1.0
60 | 1.39x 10-° | 0.850 1.190 | 6.2 5.0 3.0 0.2 20 | 20 | —0.1 | —0.3 0.1 0.5 1.7 0.8
60 | 1.58 x 1073 | 0.750 1117 | 4.7 4.0 2.0 0.5 06 | 1.4 | —02 | —0.6 0.0 0.2 0.6 1.0
90 | 2.09 x 1072 | 0.850 1.269 | 6.3 5.3 2.9 0.3 1.8 | 1.8 | —02 | —04 0.1 0.5 1.4 0.9
90 | 2.36 x 1072 | 0.750 | 1.193 | 4.6 4.1 1.9 0.3 05 | 1.1 | —0.2 | —0.5 0.1 0.2 0.3 0.9
90 | 2.73 x 1073 | 0.650 1.156 | 4.2 3.8 1.8 0.4 02 | 08 | —0.2 | —0.6 0.0 0.2 0.3 0.4
120 | 2.78 x 10~ ° | 0.850 1.249 | 6.8 6.1 2.7 0.1 1.5 1.6 0.0 | —0.4 0.1 0.4 0.9 1.2
120 | 3.15x 1073 | 0.750 1.099 | 5.3 4.8 1.9 0.4 04 | 09 | —0.2 | —04 0.0 0.2 0.4 0.6
120 | 3.63 x 1073 | 0.650 1.052 | 4.7 4.3 1.9 0.6 02 | 06 | —0.2 | —0.4 0.0 0.2 0.2 0.2
120 | 4.82 x 1073 | 0.490 1.041 | 3.3 2.7 1.8 0.6 01| 08 | —03 | —0.7 0.0 0.2 0.1 0.0
150 | 3.47 x 105 | 0.850 1.230 | 7.8 7.1 2.6 0.4 14 | 19 | 02| —03 0.1 0.4 0.8 1.6
150 | 3.94 x 1073 | 0.750 1.024 | 6.1 5.8 1.9 0.4 03| 08 | —02 | —0.4 0.0 0.2 0.2 0.6
150 | 4.54 x 1073 | 0.650 1.010 | 5.4 5.0 2.0 0.9 01 | 05 | —0.2 | —0.4 0.0 0.2 0.2 0.1
150 | 6.03 x 1073 | 0.490 1.060 | 3.2 2.5 1.8 0.5 01 | 07 | —03 | —0.6 0.0 0.2 0.1 0.0
150 | 8.00 x 1072 | 0.369 | 0.9774 | 3.0 2.6 1.4 0.6 00 | 09 | —04 | —0.8 0.0 0.1 0.0 0.0
150 | 1.30 x 1072 | 0.227 | 0.8384 | 3.8 3.3 1.5 1.2 00 | 1.1 | —0.8 | —0.7 0.0 0.0 0.0 0.0
150 | 2.00 x 1072 | 0.148 | 0.7006 | 5.2 4.5 2.2 1.7 1.0 | 1.7 | —10 | —1.0 | —04 | —08 0.0 0.0
200 | 4.63 x 10~ 3 | 0.850 1.117 | 9.6 9.1 2.5 0.3 1.1 | 21 | —01 | —04 0.0 0.3 0.6 1.9
200 | 5.25 x 1073 | 0.750 1.011 | 8.1 7.7 1.9 0.3 0.3 | 1.1 0.2 | —0.4 0.0 0.2 0.1 1.0
200 | 6.06 x 1073 | 0.650 | 0.9997 | 6.8 6.5 2.0 0.9 02 | 06 | —0.1 | —0.5 0.1 0.2 0.2 0.0
200 | 8.04 x 1073 | 0.490 | 0.9567 | 3.8 3.4 1.7 0.3 0.1 | 06 | —0.3 | —0.6 0.0 0.2 0.1 0.0
200 | 1.30 x 1072 | 0.303 | 0.8430 | 3.4 3.1 1.0 0.6 00 | 08 | —04 | —0.7 0.0 0.0 0.0 0.0
200 | 2.00 x 1072 | 0.197 | 0.6517 | 4.1 3.5 1.8 1.6 00 | 12| —1.0 | —0.7 0.0 0.0 0.0 0.0
200 | 3.20 x 1072 | 0.123 | 0.5275 | 4.2 4.0 0.9 0.1 01| 06 | —0.1 | —0.5 | —0.1 0.3 0.0 0.0
200 | 5.00 x 1072 | 0.079 | 0.5297 | 4.3 4.1 1.2 0.9 02 | 07 | —05 | —04 | —0.1 0.2 0.0 0.0
200 | 8.00 x 1072 | 0.049 | 0.4587 | 5.0 4.7 1.3 0.9 03| 10| —06 | —0.7 | —0.2 0.2 0.0 0.0
200 | 1.30 x 10~% | 0.030 | 0.3610 | 5.6 5.1 1.9 1.5 0.1 1.6 | —0.9 | —0.7 | —0.1 1.0 0.0 0.0
200 | 1.80 x 107! | 0.022 | 0.3201 | 6.8 5.8 2.3 1.1 14 | 26 | —0.7 | —0.9 | —0.4 | —2.3 0.0 0.0
200 | 4.00 x 107! | 0.010 | 0.1694 | 13.1 8.2 4.5 0.3 4.0 | 9.2 02 | —1.1 | —0.6 | —9.1 0.0 0.0
250 | 5.79 x 10~ | 0.850 1.049 | 10.9 | 104 2.5 0.3 09 | 22| —01 | —0.2 0.0 0.3 0.6 2.0
250 | 6.56 x 1073 | 0.750 1.036 | 9.1 8.8 1.9 0.2 03| 13| —02 | —0.4 0.1 0.2 0.2 1.1
250 | 7.57 x 1073 | 0.650 | 0.9480 | 8.0 7.7 2.0 0.9 01| 05 | —02 | —0.4 0.0 0.2 0.2 0.0
250 | 1.00 x 1072 | 0.490 | 0.8829 | 4.3 3.9 1.7 0.3 01| 06 | —03 | —0.5 0.0 0.2 0.1 0.0
250 | 1.30 x 1072 | 0.379 | 0.8281 | 4.0 3.7 1.3 0.4 0.0 | 06 | —04 | —0.5 0.0 0.1 0.0 0.0
250 | 2.00 x 1072 | 0.246 | 0.6799 | 4.0 3.8 1.0 0.6 00 | 08 | —0.5 | —0.7 0.0 0.0 0.0 0.0
250 | 3.20 x 1072 | 0.154 | 0.5817 | 4.4 4.1 1.3 1.0 02 | 0.9 04 | —0.6 0.1 0.6 0.0 0.0
250 | 5.00 x 1072 | 0.098 | 0.5025 | 4.4 4.1 1.3 0.9 0.1 | 0.9 0.3 | —0.6 0.0 0.7 0.0 0.0
250 | 8.00 x 1072 | 0.062 | 0.4429 | 4.7 4.4 1.3 1.0 0.1 1.0 0.5 | —0.6 | —0.1 0.7 0.0 0.0
250 | 1.30 x 10~% | 0.038 | 0.3750 | 4.9 4.4 1.4 0.8 0.1 1.6 0.3 | —0.5 | —o0.1 1.5 0.0 0.0
250 | 1.80 x 10~% | 0.027 | 0.3582 | 5.1 4.5 2.1 1.3 09 | 1.3 0.6 | —0.7 | —0.3 | —0.8 0.0 0.0
250 | 4.00 x 10~% | 0.012 | 0.1675 | 12.6 6.6 4.9 2.7 3.6 | 9.5 1.6 | 1.0 | —0.6 | —9.3 0.0 0.0
300 | 6.95x 10~ > | 0.850 | 0.8700 | 13.8 | 13.3 2.4 0.2 08 | 25 | —0.2 | —0.2 0.0 0.3 0.8 2.3
300 | 7.88 x 1073 | 0.750 | 0.8274 | 11.1 | 10.9 2.0 0.2 03| 10| —02 | —0.3 0.0 0.2 0.3 0.9
300 | 9.09 x 1073 | 0.650 | 0.8411 | 9.8 9.6 1.9 0.3 0.1 | 05 0.1 | —0.4 0.0 0.2 0.2 0.0
300 | 1.21 x 1072 | 0.490 | 0.9058 | 4.8 4.5 1.7 0.3 01| 05| —03 | —0.4 0.0 0.1 0.0 0.0
300 | 2.00 x 1072 | 0.295 | 0.7296 | 4.4 4.2 1.0 0.6 00 | 08 | —06 | —0.5 0.0 0.0 0.0 0.0
300 | 3.20x 1072 | 0.185 | 0.6231 | 4.7 4.5 0.9 0.3 02 | 0.7 0.3 | —0.3 0.1 0.5 0.0 0.0
300 | 5.00 x 1072 | 0.118 | 0.5210 | 4.9 4.7 1.1 0.6 02 | 009 04 | —0.5 0.1 0.6 0.0 0.0
300 | 8.00x 1072 | 0.074 | 0.4584 | 5.2 4.9 1.4 1.0 0.2 | 1.0 0.6 | —0.6 | —0.1 0.5 0.0 0.0
300 | 1.30 x 10~% | 0.045 | 0.3695 | 5.5 5.1 1.5 1.0 02 | 1.6 0.5 | —0.6 0.0 1.4 0.0 0.0
300 | 1.80 x 10~% | 0.033 | 0.3330 | 5.8 5.2 2.2 1.5 09 | 1.2 09 | —0.8 | —0.3 | —0.3 0.0 0.0
300 | 4.00 x 10~% | 0.015 | 0.1567 | 13.0 7.7 5.2 3.1 3.6 | 9.1 2.1 | —1.3 | 06 | —8.8 0.0 0.0

Table 3: The NCe*p reduced cross sectiainc(z, Q?) for E, = 460 GeV andP, = 0 with
total (6,0 ), Statistical o), total uncorrelated systematis,,.) errors and two of its contribu-
tions from the electron energy erray(.) and the hadronic energy erra¥(.). The effect of
the other uncorrelated systematic errors is included,in In addition the correlated systematic
(0eor) @nd its contributions from a positive variation of one stamtideviation of the electron
energy error CE;), of the polar electron angle errcﬁf@, of the hadronic energy erroli(ﬁ(: )

of the error due to noise subtractiaiﬁ( ), of the error due to background subtraction charge
asymmetry {>' ) and of the error due to variation of the cut value on the etecdiscriminator

Dee. (527) are given. The overall normalisation uncertainty%f is not included in the errors.
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Q22 z Y ONC Stot Sstat Sunc 6fnc 5{:00 Scor 6chr 5201‘ 6(}:Lor 5({\21” 6§or 5cDor
(GeV?) (%) (%) (%) (%) (%) | (%) (%) (%) (%) (%) (%) (%)
400 9.27 x 10~ 2 0.850 1.025 13.8 13.3 2.4 0.6 0.6 2.5 —0.2 —0.3 0.0 0.2 0.6 2.4
400 1.05 x 1072 0.750 1.074 10.4 10.1 2.2 1.0 0.3 0.7 0.2 —0.3 0.1 0.2 0.1 0.6
400 1.21 x 1072 0.650 0.9263 10.0 9.8 1.9 0.2 0.1 0.4 —0.2 —0.3 0.0 0.2 0.2 0.0
400 1.61 x 102 0.490 0.8145 5.7 5.4 1.7 0.2 0.0 0.5 —0.2 —0.5 0.0 0.1 0.0 0.0
400 3.20 x 1072 0.246 0.6305 5.2 5.0 1.0 0.6 0.0 0.8 —0.6 —0.6 0.0 0.0 0.0 0.0
400 5.00 x 102 0.157 0.5686 5.4 5.2 1.0 0.6 0.2 0.9 0.5 —0.5 —0.1 0.4 0.0 0.0
400 8.00 x 1072 0.098 0.4493 5.8 5.7 1.0 0.4 0.1 0.7 0.4 —0.4 0.1 0.5 0.0 0.0
400 1.30 x 101 0.061 0.4300 5.6 5.3 1.2 0.4 0.1 1.2 0.4 —0.4 —0.1 1.1 0.0 0.0
400 1.80 x 101 0.044 0.3375 6.2 5.8 1.7 0.8 0.7 0.9 0.7 —0.6 —0.2 —0.2 0.0 0.0
400 4.00 x 1071 0.020 0.1494 13.1 8.7 4.6 1.9 3.7 8.6 1.9 —0.9 —0.7 —8.3 0.0 0.0
500 1.16 x 10~ 2 0.850 1.002 15.0 14.6 2.4 0.1 0.4 2.2 0.2 —0.2 0.0 0.2 0.0 2.2
500 1.31 x 1072 0.750 0.7577 13.8 13.6 2.1 0.6 0.2 0.5 —0.3 —0.3 0.0 0.2 0.1 0.1
500 1.51 x 102 0.650 0.6938 12.4 12.2 1.9 0.3 0.1 0.4 —0.2 —0.4 0.1 0.2 0.0 0.0
500 2.01 x 1072 0.490 0.7395 6.7 6.5 1.7 0.1 0.0 0.4 —0.1 —0.4 0.0 0.1 0.0 0.0
500 3.20 x 1072 0.308 0.6559 6.1 6.0 1.0 0.3 0.0 0.6 —-0.3 —0.5 0.0 0.0 0.0 0.0
500 5.00 x 1072 0.197 0.6106 6.1 5.9 1.3 0.9 0.0 1.1 —-0.9 —0.6 0.0 0.0 0.0 0.0
500 8.00 x 102 0.123 0.4712 6.5 6.3 1.0 0.5 0.0 0.8 0.5 —0.4 0.0 0.4 0.0 0.0
500 1.30 x 1071 0.076 0.4112 7.7 7.5 1.4 0.6 0.1 1.2 0.6 —0.5 0.0 0.9 0.0 0.0
500 1.80 x 101 0.055 0.3045 8.7 8.4 1.5 0.6 0.1 1.4 0.6 —0.4 —0.1 1.1 0.0 0.0
500 2.50 x 10~ 1 0.039 0.2759 8.5 8.3 1.9 0.9 0.8 1.2 0.9 —0.6 —0.2 —0.3 0.0 0.0
500 4.00 x 10~ 1 0.025 0.1311 13.7 11.8 4.1 1.9 3.1 5.8 1.8 —-0.7 —-0.7 —5.3 0.0 0.0
500 6.50 x 10! 0.015 0.01698 27.9 23.0 7.0 2.8 5.9 14.3 2.8 —1.4 —1.0 —13.9 0.0 0.0
650 1.51 x 10~ 2 0.850 0.8058 19.6 19.4 2.7 0.5 0.5 1.1 —0.1 0.2 0.1 0.3 0.7 0.7
650 1.71 x 1072 0.750 0.9192 14.0 13.9 2.0 0.1 0.2 0.4 0.1 —0.3 0.0 0.2 0.2 0.0
650 1.97 x 102 0.650 0.9125 12.1 12.0 1.9 0.0 0.1 0.4 —0.1 —0.4 0.0 0.1 0.1 0.0
650 2.61 x 1072 0.490 0.6085 8.0 7.8 1.8 0.5 0.0 0.5 —0.2 —0.4 0.0 0.1 0.0 0.0
650 5.00 x 1072 0.256 0.4952 7.9 7.8 1.1 0.6 0.0 0.8 —0.6 —0.6 0.0 0.0 0.0 0.0
650 8.00 x 1072 0.160 0.4515 7.9 7.8 1.0 0.4 0.2 0.8 0.5 —0.4 0.1 0.5 0.0 0.0
650 1.30 x 1071 0.098 0.3732 9.5 9.3 1.4 0.6 0.2 0.8 0.6 —0.4 —0.1 0.3 0.0 0.0
650 1.80 x 1071 0.071 0.3397 9.7 9.5 1.5 0.5 0.2 1.1 0.6 —0.5 0.0 0.9 0.0 0.0
650 2.50 x 1071 0.051 0.2520 10.3 10.1 1.7 0.7 0.5 0.9 0.7 —0.3 0.1 0.5 0.0 0.0
650 4.00 x 1071 0.032 0.1915 12.8 11.2 3.9 1.9 2.7 4.8 1.9 —0.8 —0.7 —4.3 0.0 0.0
650 6.50 x 10~ ! 0.020 0.02382 27.6 22.4 7.8 3.7 6.4 14.0 3.5 —1.1 —1.2 —13.5 0.0 0.0
800 1.85 x 10~ 2 0.850 0.2872 37.1 36.9 3.9 1.1 0.4 0.5 0.2 —0.3 0.0 0.2 0.3 0.1
800 2.10 x 1072 0.750 0.6634 19.2 19.0 2.3 0.2 0.2 0.3 —0.1 —0.2 0.1 0.2 0.0 0.0
800 2.42 x 1072 0.650 0.6620 16.0 15.9 2.1 0.4 0.1 0.4 —0.3 —0.2 0.0 0.1 0.0 0.0
800 3.21 x 1072 0.490 0.6172 8.8 8.6 1.8 0.6 0.0 0.4 —0.3 —0.3 0.0 0.1 0.0 0.0
800 5.00 x 102 0.315 0.4847 9.1 9.0 1.2 0.7 0.0 0.6 —0.5 —0.3 0.0 0.0 0.0 0.0
800 8.00 x 1072 0.197 0.4527 9.3 9.1 1.3 0.8 0.0 0.7 —0.5 —0.6 0.0 0.0 0.0 0.0
800 1.30 x 101 0.121 0.3868 10.8 10.6 1.4 0.5 0.3 0.9 0.7 —0.4 —0.2 0.4 0.0 0.0
800 1.80 x 101 0.087 0.3642 11.0 10.9 1.5 0.2 0.1 0.8 0.4 —0.3 0.0 0.6 0.0 0.0
800 2.50 x 1071 0.063 0.2749 11.7 11.6 1.7 0.6 0.6 1.0 0.8 —0.4 —0.2 0.5 0.0 0.0
800 4.00 x 1071 0.039 0.1262 16.7 15.8 3.5 1.5 2.3 3.9 1.5 —0.4 —0.6 —-3.5 0.0 0.0
800 6.50 x 1071 0.024 0.01953 31.8 28.9 7.1 2.9 5.9 11.4 2.8 —0.7 —1.0 —11.0 0.0 0.0

Table 3:continued.
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Q; © y GNC | Stot | Sstat | Sunc | Sfne | Slne | Scor | 6oy | 80w | Sbor | 00 | Gy | Oiox
(GeV~) (%) (%) (%) (%) (%) | (%) (%) (%) (%) (%) (%) (%)
35 | 6.50 x 101 | 0.848 | 1.303 | 8.6 71 | 88| 05 | 27 | 31| —02 | —05 0.2 0.6 | 2.7 1.2
45 | 840 x 10 % | 0.848 | 1.413 | 7.2 60 | 34 | 04| 22| 20| —02 | —04 0.1 05 | 1.6 11
45 | 9.30 x 107 | 0760 | 1.235 | 8.2 77| 26| 05| 07| 14| 02| —06 0.1 03 | o7 0.9
60 | 1.11x10 3 | 0.848 | 1.259 | 8.0 71| 32| 03] 20| 18] —01 | —04 0.1 05 | 1.5 0.8
60 | 1.24x1073 | 0760 | 1.411 | 6.4 58 | 23| 07| 06| 13| —04 | —05 0.0 02 | 06 1.0
60 | 1.39x 1073 | 0.680 | 1.268 | 7.5 72 | 20| 05| 02| 11| —02| —06 0.0 02 | 05 0.7
90 | 1.67x 10 ° | 0.848 | 1.310 | 8.6 79 | 29| 03| 17| 17| —02 | —04 0.1 04 | 1.4 0.8
90 | 1.86 x 1073 | 0.760 | 1.326 | 6.9 65| 21| 03| 05| 11| -01 | —05 0.0 0.3 | 03 0.9
90 | 2.09x 1073 | 0.680 | 1.316 | 6.2 58 | 19| 05| 02| 1.0 | —02 | —06 0.0 0.2 | 0.2 0.7
90 | 2.36 x 1073 | 0.600 | 1.342 | 6.4 60| 20| 08| 01| 08| —02 ]| —08 0.0 02 | o.1 0.0
120 | 223 x 10 ° | 0.848 | 1.374 | 9.0 84 | 27| 03| 15| 14| —02 | —04 0.1 04 | 06 1.1
120 | 2.49x 107% | 0.760 | 1.173 | 8.0 77| 20| 06| 04| 08| —03 | —03 0.0 02 | 03 0.6
120 | 2.78 x 1073 | 0.680 | 1.161 | 7.2 69| 19| 04| 02| 06 0.1 | —0.4 0.0 0.2 | 0.2 0.3
120 | 8.15x 107% | 0.600 | 1.115 | 6.8 65| 18| 04| 01| 07| —03 | —06 0.0 02 | 03 0.0
120 | 3.63x 1073 | 0.520 | 1.185 | 6.0 57| 18| 05| 01| 08| —04 | —07 0.0 0.2 | 01 0.0
120 | 4.82x 1073 | 0.392 | 1.074 | 5.5 5.1 1.6 | 05| 00| 1.0| —0.3 | —09 0.0 0.2 | 00 0.0
150 | 2.79x 10 ® | 0.848 | 1.201 | 10.8 | 103 | 2.6 | 03 | 1.2 | 18 | —0.1 | —03 0.1 04 | 0.8 15
150 | 8.11x107% | 0.760 | 1.171 | 9.8 95 | 20| 03| 04| 10| 02| —05 0.1 0.3 | 05 0.6
150 | 8.47x107% | 0.680 | 1.324 | 7.9 76 | 23| 13| 02| 06| —01 | —05 0.0 02 | 03 0.2
150 | 3.94%x 1073 | 0.600 | 1.244 | 7.2 69| 18| 02| 01| 06| —02| —05 0.0 0.1 | 0.2 0.0
150 | 4.54x 1073 | 0.520 | 1.041 | 7.1 68 | 18| 03] 01| 07| —03 | —06 0.0 0.2 | 0.2 0.0
150 | 6.03x 1073 | 0.392 | 1.020 | 4.0 36 | 14| 07| 00| 08| —05 | —06 0.0 01 | 00 0.0
150 | 8.00 x 1073 | 0.295 | 0.9700 | 4.2 39 | 11| 08| 00| 09| —05 | —08 0.0 0.0 | 00 0.0
150 | 1.30x 1072 | 0.182 | 0.8600 | 5.7 52 | 18| 14| 09| 1.2 ] —09 | —06 | —02 | —05 | 00 0.0
150 | 2.00x 102 | 0.118 | 0.7980 | 7.8 69 | 28| 25| 10| 20| -16| —10| —03 | —08 | 00 0.0
200 | 3.72x 1073 | 0.848 | 1.296 | 13.3 | 12.9 | 2.6 | 01 | 1.2 | 20 | —0.2 | —0.3 0.1 03 | 09 1.7
200 | 4.15x 1073 | 0760 | 1.288 | 11.8 | 115 | 2.1 | 02 | 03| 1.2 0.2 | —05 0.0 0.2 | 01 1.0
200 | 4.63x107% | 0.680 | 1.051 | 11.3 | 111 | 22| 11| 02| 05 02 | —03 0.0 02 | 03 0.2
200 | 5.25x 1073 | 0.600 | 1.169 | 9.1 890 | 18| 02| 01| 05| —02 | —04 0.0 0.2 | 01 0.0
200 | 6.06 x 1073 | 0.520 | 1.110 | 8.3 8.1 18| 02| 01| 05| —02 | —04 0.0 0.2 | o1 0.0
200 | 8.04x 1073 | 0.392 | 0.9625 | 4.8 46 | 13| 04| 00| 08| -03 | —07 0.0 0.1 | o1 0.0
200 | 1.30x 1072 | 0.242 | 0.8743 | 4.7 44| 13| 10| 00| 10| —06 | —0.7 0.0 0.0 | 00 0.0
200 | 2.00 x 1072 | 0.157 | 0.7573 | 5.1 49 | 09| 03| 00| 08 0.2 | —0.6 | —0.1 0.5 | 0.0 0.0
200 | 3.20 x 1072 | 0.098 | 0.6151 | 5.6 55 | 10| 05| 00| 06| —03 | —05 | —0.1 0.3 | 0.0 0.0
200 | 5.00 x 1072 | 0.063 | 0.5041 | 6.5 64| 12| 06| 05| 08| —04 | —06 | —02 | —0.1 | 00 0.0
200 | 8.00x 1072 | 0.039 | 0.4211 | 7.7 73 | 17| 14| 02| 15| —09 | —06 | —0.1 11| 00 0.0
200 | 1.30 x 1071 | 0.024 | 0.3857 | 7.6 72 | 19| 15| 02| 15| —07 | —09 | 02 0.9 | 00 0.0
200 | 1.80 x 1071 | 0.018 | 0.3034 | 10.4 93 | 26| 06| 21| 37| -05 | —08 | —03 | —3.6 | 00 0.0
200 | 4.00 x 10= | 0.008 | 0.1910 | 13.2 | 110 | 37| 07| 31| 63| 05| 1.2 | —04 | —61 | 0.0 0.0
250 | 4.64x 10 3 | 0.848 | 0.8545 | 19.8 | 195 | 25 | 02 | 1.0 | 25 01 | —03 0.1 03 | 1.4 2.0
250 | 5.18x 1073 | 0760 | 1.080 | 14.3 | 141 | 22| 02| 03| 15 01 | —0.4 0.1 0.2 | 00 1.4
250 | 579 x 1073 | 0.680 | 0.9481 | 13.9 | 137 | 23| 12| 01| 05 | —02 | —03 0.0 0.2 | 02 0.0
250 | 6.56 x 1073 | 0.600 | 0.9475 | 11.6 | 11.5 | 1.8 | 02| 01| 05 | —01 | —04 0.0 0.2 | 01 0.0
250 | 7.57x 1073 | 0.520 | 1.018 | 9.8 96 | 18| 02| 01| 06| —02 | —05 0.0 0.2 | o1 0.0
250 | 1.00 x 1072 | 0.392 | 0.9523 | 5.3 5.1 12| 04| 00| 06| —03| —05 0.0 0.1 | 00 0.0
250 | 1.30 x 1072 | 0.303 | 0.8513 | 5.3 5.1 11| 06| 00| 08| —06| —05 0.0 0.0 | 0.0 0.0
250 | 2.00 x 1072 | 0.197 | 0.7707 | 5.5 52 | 15| 12| 00| 11| —09 | —06 0.0 0.0 | 00 0.0
250 | 3.20 x 1072 | 0.123 | 0.6210 | 5.9 57| 14| 10| 03] 10 0.4 | —0.6 0.0 0.6 | 0.0 0.0
250 | 5.00 x 1072 | 0.079 | 0.5412 | 6.1 59 | 14| 10| 01| 09 05 | —0.6 0.0 0.6 | 0.0 0.0
250 | 8.00 x 1072 | 0.049 | 0.4602 | 6.7 64 | 13| 09| 01| 1.3 0.3 | —05 | —0.1 12 | 0.0 0.0
250 | 1.30 x 1071 | 0.030 | 0.3906 | 6.6 62 | 14| 07| 02| 18 0.3 | —05 0.0 18 | 00 0.0
250 | 1.80 x 1071 | 0.022 | 0.3514 | 7.8 6.9 | 25| 15| 15| 25 07 | —0.6 | —0.4 | —2.3 | 0.0 0.0
250 | 4.00 x 1071 | 0.010 | 0.1556 | 13.0 | 101 | 42 | 25 | 27| 71 15 | 1.0 | =05 | —6.8 | 0.0 0.0

Table 4: The NCe*p reduced cross sectiginc(z, Q?) for E, = 575 GeV andP, = 0 with
total (6, ), Statistical o), total uncorrelated systematig,,.) errors and two of its contribu-
tions from the electron energy erray’(.) and the hadronic energy erra¥(.). The effect of
the other uncorrelated systematic errors is includéd,jn In addition the correlated systematic
(deor) @nd its contributions from a positive variation of one stambideviation of the electron
energy error CE(;), of the polar electron angle errcﬁ;‘fgr ), of the hadronic energy erro&iﬁ ),

of the error due to noise subtractioﬁﬁ( ), of the error due to background subtraction charge
asymmetry § ) and of the error due to variation of the cut value on the eectliscriminator

Dee. (527) are given. The overall normalisation uncertaintyt is not included in the errors.
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Q2 v one | Otot | Ostar | Ounc | O sBT | ool | et | ST [ sSh | 62
(Gev?) @ | % | % 0 | (%) @) | (%) (%)

300 X 0.848 1.208 16.0 15.7 2.5 0.6 0.8 2.1 —0.3 —0.3 0.1 0.3 0.2 2.1
300 X 760 0.8707 18.1 18.0 2.1 0.2 0.3 1.3 —0.2 —0.4 0.1 0.2 0.4 1.1
300 X 680 0.9694 15.0 14.8 2.1 0.8 0.1 0.5 —0.1 —0.5 0.0 0.2 0.0 0.0
300 X 600 1.035 12.9 12.7 1.9 0.1 0.1 0.5 0.1 —0.5 0.0 0.2 0.0 0.0
300 X 520 0.8632 12.1 12.0 1.8 0.3 0.1 0.6 —0.3 —0.5 0.0 0.1 0.0 0.0
300 X 392 0.9079 6.2 6.0 1.3 0.4 0.0 0.6 —0.4 —0.5 0.0 0.1 0.0 0.0
300 X 236 0.6653 6.5 6.3 1.0 0.6 0.0 0.9 —0.6 —0.7 0.0 0.0 0.0 0.0
300 X 148 0.6171 6.7 6.6 1.0 0.5 0.1 0.8 0.3 —0.4 0.0 0.6 0.0 0.0
300 X 094 0.5364 6.9 6.8 1.2 0.8 0.0 0.9 0.5 —0.6 —0.1 0.5 0.0 0.0
300 X 059 0.4802 7.4 7.2 1.3 0.9 0.0 1.2 0.5 —0.6 —0.1 0.9 0.0 0.0
300 X 036 0.3762 7.6 7.2 1.5 1.0 0.1 1.9 0.4 —0.6 —0.1 1.7 0.0 0.0
300 X 026 0.3190 8.7 8.1 2.5 1.8 1.1 2.0 1.1 —0.9 —0.3 —1.4 0.0 0.0
300 X 012 0.1469 15.5 12.0 4.8 2.8 3.4 8.6 1.7 —1.1 —0.6 —8.4 0.0 0.0
400 X 848 0.8123 23.1 22.9 2.6 0.3 0.7 2.3 —0.3 —0.3 0.1 0.3 0.6 2.2
400 X 760 0.5949 23.1 23.0 2.3 0.6 0.2 0.8 —0.1 —0.3 0.0 0.2 0.0 0.8
400 X 680 1.013 16.1 16.0 2.0 0.4 0.2 0.4 0.2 —0.2 0.0 0.2 0.2 0.0
400 X 600 0.8806 15.6 15.5 1.9 0.3 0.1 0.5 —0.2 —0.4 0.0 0.2 0.0 0.0
400 X 520 0.9991 13.0 12.9 1.9 0.1 0.1 0.5 0.2 —0.4 0.0 0.1 0.0 0.0
400 X .392 0.8791 7.1 7.0 1.2 0.3 0.0 0.6 —0.3 —0.5 0.0 0.1 0.0 0.0
400 X .197 0.6501 7.3 7.2 1.1 0.8 0.0 1.0 —0.8 —0.6 0.0 0.0 0.0 0.0
400 X 126 0.5099 8.0 7.9 1.1 0.6 0.1 1.0 0.6 —0.6 0.0 0.5 0.0 0.0
400 X .079 0.4452 8.6 8.5 1.1 0.6 0.1 1.1 0.6 —0.6 —0.1 0.7 0.0 0.0
400 X .049 0.3769 8.5 8.2 1.3 0.4 0.2 1.7 0.4 —0.4 0.0 1.6 0.0 0.0
400 X .035 0.3421 8.9 8.6 2.0 1.0 1.1 1.6 0.9 —0.6 —0.3 —1.1 0.0 0.0
400 X .016 0.1488 16.6 13.4 4.6 2.0 3.5 8.6 1.9 —0.9 —0.7 —8.4 0.0 0.0
500 X .848 0.7285 27.8 27.6 2.7 0.3 0.5 2.1 0.0 —0.1 0.1 0.2 0.4 2.1
500 X .760 0.7348 22.8 22.7 2.3 1.0 0.3 0.5 —0.2 —0.4 0.1 0.2 0.0 0.1
500 X .680 1.177 16.2 16.1 2.0 0.1 0.1 0.4 —0.1 —0.3 0.0 0.2 0.0 0.0
500 X .600 0.8538 17.7 17.6 1.9 0.2 0.1 0.5 —0.2 —0.4 0.0 0.1 0.2 0.0
500 X 520 1.040 14.2 14.1 1.9 0.4 0.1 0.4 —0.3 —0.3 0.0 0.1 0.0 0.0
500 X 392 0.7340 9.1 9.0 1.3 0.4 0.0 0.6 —0.4 —0.4 0.0 0.1 0.0 0.0
500 X 246 0.6891 8.4 8.3 1.1 0.7 0.0 0.8 —0.7 —0.4 0.0 0.0 0.0 0.0
500 X 0.157 0.5602 8.9 8.8 1.0 0.3 0.4 0.8 0.3 —0.3 0.1 0.7 0.0 0.0
500 X 0.098 0.4454 9.8 9.7 1.0 0.5 0.2 0.7 0.5 —0.3 —0.1 0.3 0.0 0.0
500 X 0.061 0.3831 11.5 11.4 1.3 0.5 0.2 1.4 0.5 —0.4 0.1 1.3 0.0 0.0
500 X 0.044 0.3467 11.6 11.3 1.5 0.6 0.1 1.6 0.6 —0.5 —0.1 4 0.0

500 X 0.032 0.2290 13.8 13.5 2.0 0.8 1.2 1.7 0.8 —0.4 —0.3 4 0.0 0.0
500 X 0.020 0.1687 18.1 16.3 4.2 1.8 3.2 6.7 1.8 —0.6 —0.7 .3 0.0 0.0
500 X 0.012 0.02022 31.5 28.9 5.5 2.3 4.3 11.2 2.3 —0.9 —0.7 .9 0.0 0.0
650 X 0.848 0.4914 38.7 38.5 3.0 0.4 0.4 1.0 0.2 0.0 0.0 2 0.5 0.8
650 X 0.760 0.6986 28.3 28.2 2.2 0.3 0.2 0.6 —0.2 —0.2 0.1 .2 0.4 0.0
650 X 0.680 0.6789 25.2 25.1 2.1 0.2 0.1 0.5 0.1 —0.3 0.0 .2 0.3 0.0
650 X 0.600 0.6957 21.4 21.3 2.0 0.3 0.1 0.5 —0.2 —0.4 0.0 .1 0.0 0.0
650 X 0.520 0.4817 22.7 22.6 2.0 0.6 0.1 0.6 —0.4 —0.4 0.0 .1 0.0 0.0
650 X 0.392 0.6348 10.8 10.7 1.3 0.4 0.0 0.5 —0.2 —0.5 0.0 .1 0.0 0.0
650 X 0.205 0.4685 11.7 11.6 1.3 0.9 0.0 1.0 —0.8 —0.6 0.0 .0 0.0 0.0
650 X 0.128 0.4525 11.4 11.3 1.1 0.5 0.0 0.9 0.6 —0.4 —0.1 .5 0.0 0.0
650 X 0.079 0.3975 13.4 13.3 1.4 0.6 0.0 1.2 0.6 —0.5 0.0 .9 0.0 0.0
650 X 0.057 0.3285 14.0 13.9 1.4 0.3 0.2 1.4 0.4 —0.2 0.0 4 0.0 0.0
650 X 0.041 0.2401 15.5 15.3 2.0 1.0 0.9 1.3 1.0 —0.6 —0.3 .6 0.0 0.0
650 X 0.026 0.1563 20.4 18.9 4.5 2.1 3.3 6.2 2.2 —0.9 —0.9 7 0.0 0.0
650 X 0.016 0.02266 35.8 33.3 6.0 2.3 4.9 11.4 2.2 —0.9 —0.8 .1 0.0 0.0
800 X 0.848 0.6679 31.9 31.8 3.1 0.9 0.4 0.5 —0.4 —0.2 0.1 .2 0.0 0.1
800 X 0.760 0.4843 38.5 38.4 2.7 0.6 0.2 0.7 0.6 —0.3 0.1 .3 0.0 0.0
800 X 0.680 0.6761 27.1 27.0 2.2 0.2 0.1 0.4 —0.2 —0.3 0.0 1 0.0 0.0
800 X 0.600 0.6604 24.5 24.4 2.1 0.1 0.1 0.5 —0.1 —0.5 0.0 1 0.0 0.0
800 X 0.520 0.6435 21.9 21.8 1.9 0.1 0.0 0.6 0.0 —0.6 0.0 .1 0.0 0.0
800 X 0.392 0.4923 13.6 13.5 1.4 0.5 0.0 0.4 —0.3 —0.3 0.0 .1 0.0 0.0
800 X 0.252 0.5837 12.0 11.9 1.2 0.7 0.0 0.8 —0.6 —0.6 0.0 .0 0.0 0.0
800 X 0.157 0.5522 12.0 12.0 1.1 0.4 0.1 0.8 0.6 —0.4 0.1 .3 0.0 0.0
800 X 0.097 0.2926 18.3 18.3 1.3 0.1 0.1 0.7 0.4 —0.2 0.1 .6 0.0 0.0
800 X 0.070 0.2636 18.7 18.6 1.5 0.5 0.1 1.5 0.7 —0.5 .0 .2 0.0 0.0
800 X 0.050 0.1811 20.5 20.4 1.9 0.8 0.8 1.3 1.1 —0.5 .2 .5 0.0

800 X 0.032 0.1614 22.2 21.3 3.8 1.5 2.7 4.9 1.5 —0.4 .5 .6 0.0 0.0
800 X 0.019 0.02134 43.1 40.8 6.7 2.6 5.4 12.1 2.7 —0.6 .1 .8 0.0 0.0

Table 4:continued.
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A x Fy, Astat F'r, Auncor F'L, AcorFp, Atot Fr, Fy Agtat F2 Auncor F2 AcorF2 Atot F2 P
(GeVv~)

1.5 0.279 x 10~ % 0.088 0.113 0.186 0.053 0.224 0.732 0.066 0.096 0.028 0.120 0.882
2.0 0.372 x 10~% 0.110 0.069 0.131 0.062 0.160 0.843 0.028 0.051 0.032 0.066 0.855
2.0 0.415 x 10~4 0.437 0.110 0.181 0.071 0.223 0.904 0.039 0.060 0.030 0.078 0.852
2.0 0.464 x 104 0.043 0.052 0.104 0.033 0.121 0.740 0.033 0.052 0.009 0.062 0.822
2.5 0.465 x 104 0.013 0.057 0.120 0.046 0.141 0.846 0.022 0.045 0.016 0.053 0.856
2.5 0.519 x 104 0.103 0.062 0.129 0.042 0.149 0.897 0.023 0.045 0.016 0.053 0.860
2.5 0.580 x 104 0.174 0.047 0.090 0.058 0.117 0.889 0.021 0.034 0.028 0.049 0.821
2.5 0.658 x 104 0.169 0.043 0.099 0.063 0.125 0.865 0.019 0.035 0.031 0.050 0.840
2.5 0.759 x 10~% 0.413 0.096 0.155 0.079 0.198 0.877 0.024 0.035 0.026 0.050 0.783
3.5 0.651 x 10~% 0.130 0.065 0.135 0.052 0.158 0.973 0.025 0.050 0.022 0.060 0.846
3.5 0.727 x 10~4 0.199 0.061 0.133 0.044 0.152 0.989 0.024 0.047 0.021 0.057 0.850
3.5 0.812 x 10~4 0.253 0.044 0.094 0.041 0.112 0.981 0.019 0.036 0.016 0.044 0.811
3.5 0.921 x 10~4 0.230 0.037 0.099 0.037 0.112 0.968 0.015 0.033 0.014 0.039 0.816
3.5 0.106 x 1073 0.155 0.049 0.123 0.046 0.141 0.934 0.015 0.032 0.010 0.037 0.797
3.5 0.141 x 1073 0.665 0.112 0.221 0.123 0.276 0.937 0.011 0.028 0.012 0.032 0.735
5.0 0.931 x 104 0.411 0.081 0.162 0.068 0.193 1.149 0.031 0.060 0.031 0.075 0.846
5.0 0.104 x 1073 0.344 0.065 0.142 0.044 0.163 1.072 0.027 0.052 0.024 0.063 0.859
5.0 0.116 x 1073 0.258 0.048 0.108 0.049 0.128 1.127 0.021 0.042 0.018 0.050 0.828
5.0 0.131 x 1073 0.306 0.037 0.109 0.041 0.122 1.082 0.016 0.037 0.017 0.044 0.830
5.0 0.152 x 1073 0.224 0.044 0.134 0.045 0.148 1.060 0.014 0.034 0.015 0.040 0.834
5.0 0.201 x 1073 0.533 0.057 0.203 0.084 0.227 1.018 0.008 0.028 0.012 0.032 0.809
6.5 0.121 x 1073 0.435 0.096 0.179 0.077 0.218 1.215 0.037 0.066 0.027 0.080 0.853
6.5 0.135 x 1073 0.199 0.071 0.151 0.042 0.172 1.103 0.030 0.055 0.020 0.066 0.862
6.5 0.151 x 1073 0.137 0.051 0.114 0.054 0.136 1.135 0.023 0.044 0.023 0.055 0.844
6.5 0.171 x 1073 0.357 0.040 0.119 0.044 0.133 1.158 0.017 0.041 0.020 0.048 0.844
6.5 0.197 x 1073 0.318 0.044 0.145 0.053 0.161 1.147 0.014 0.038 0.019 0.044 0.855
6.5 0.262 x 1073 0.188 0.046 0.205 0.090 0.229 1.044 0.007 0.029 0.017 0.034 0.842
8.5 0.158 x 1073 0.499 0.109 0.195 0.095 0.243 1.352 0.044 0.074 0.033 0.092 0.845
8.5 0.177 x 1073 0.489 0.089 0.184 0.051 0.210 1.335 0.038 0.067 0.022 0.080 0.862
8.5 0.197 x 1073 0.271 0.057 0.123 0.058 0.147 1.196 0.027 0.048 0.021 0.059 0.841
8.5 0.224 x 1073 0.242 0.045 0.125 0.042 0.139 1.158 0.019 0.043 0.017 0.050 0.849
8.5 0.258 x 1073 —0.123 0.045 0.140 0.051 0.156 1.038 0.015 0.036 0.016 0.042 0.853
8.5 0.342 x 1073 0.167 0.045 0.216 0.089 0.238 1.095 0.007 0.030 0.017 0.035 0.846
12 0.223 x 1073 0.094 0.101 0.159 0.084 0.206 1.314 0.039 0.041 0.044 0.072 0.855
12 0.249 x 1073 0.544 0.098 0.155 0.058 0.193 1.389 0.035 0.035 0.028 0.057 0.835
12 0.278 x 1073 0.281 0.059 0.098 0.047 0.124 1.310 0.024 0.024 0.019 0.039 0.757
12 0.316 x 1073 0.248 0.050 0.100 0.038 0.118 1.258 0.019 0.022 0.015 0.033 0.733
12 0.364 x 1073 0.435 0.055 0.121 0.041 0.139 1.268 0.016 0.022 0.013 0.030 0.728
12 0.483 x 1073 0.414 0.050 0.162 0.064 0.181 1.189 0.007 0.016 0.012 0.021 0.651
15 0.279 x 1073 0.510 0.109 0.183 0.085 0.230 1.485 0.040 0.047 0.049 0.079 0.854
15 0.312 x 1073 0.148 0.088 0.150 0.052 0.181 1.370 0.032 0.035 0.027 0.054 0.834
15 0.348 x 1073 0.188 0.061 0.099 0.039 0.122 1.329 0.023 0.023 0.017 0.036 0.748
15 0.395 x 1073 0.419 0.051 0.100 0.036 0.118 1.321 0.017 0.021 0.015 0.031 0.710
15 0.455 x 1073 0.257 0.062 0.117 0.045 0.140 1.269 0.015 0.018 0.013 0.027 0.693
15 0.604 x 1073 0.066 0.054 0.157 0.066 0.179 1.180 0.007 0.014 0.012 0.019 0.620
20 0.372 x 1073 0.216 0.116 0.197 0.065 0.238 1.452 0.041 0.051 0.033 0.073 0.877
20 0.415 x 1073 0.322 0.092 0.158 0.044 0.188 1.424 0.032 0.037 0.021 0.054 0.837
20 0.464 x 1073 0.412 0.070 0.108 0.037 0.134 1.396 0.024 0.025 0.015 0.037 0.752
20 0.526 x 1073 0.358 0.052 0.103 0.037 0.121 1.354 0.018 0.021 0.015 0.032 0.708
20 0.607 x 1073 0.304 0.062 0.119 0.041 0.140 1.295 0.015 0.019 0.013 0.027 0.693
20 0.805 x 1073 0.212 0.060 0.163 0.068 0.186 1.222 0.007 0.014 0.012 0.019 0.608
25 0.493 x 1073 0.363 0.072 0.157 0.043 0.178 1.484 0.022 0.040 0.024 0.052 0.851
25 0.616 x 1073 0.284 0.043 0.089 0.031 0.103 1.382 0.013 0.021 0.014 0.028 0.698
25 0.759 x 1073 0.296 0.065 0.124 0.042 0.146 1.330 0.015 0.020 0.013 0.028 0.700
25 0.101 x 10~2 0.168 0.064 0.167 0.068 0.191 1.236 0.007 0.014 0.012 0.020 0.616

Table 5: The proton structure functions; andF, measured at the given values @f and
x without model assumptionS\g.« Fr,, Awncor F1, Acor Fr, @nd Ao Fp, are the statistical, un-

correlated systematic, correlated systematic, and toiegiainty onf’;, respectively.Ag.. Fo,

Auncor P2, Acor By @and A Fy are the statistical, uncorrelated systematic and tota¢uainity

on F, respectively. The correlation coefficient between kheandF; values p, is also given.
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A T Fy, Astat F'r, Auncor F'L, AcorFr, Aot Fr, Fy Agtat 2 Auncor F2 AcorF2 Atot F2 P
(GeVv?)
35 0.651 x 10~ 2 0.453 0.124 0.214 0.091 0.264 1.612 0.043 0.058 0.030 0.078 0.889
35 0.727 x 1073 0.041 0.144 0.232 0.065 0.281 1.419 0.038 0.048 0.020 0.065 0.884
35 0.812 x 1073 0.106 0.075 0.107 0.054 0.142 1.411 0.026 0.027 0.019 0.042 0.753
35 0.921 x 1073 0.436 0.080 0.125 0.040 0.153 1.405 0.022 0.024 0.014 0.035 0.727
35 0.106 x 10~ 2 0.196 0.072 0.130 0.042 0.155 1.325 0.017 0.021 0.012 0.030 0.698
35 0.141 x 10~2 0.057 0.067 0.170 0.065 0.194 1.226 0.008 0.015 0.011 0.021 0.639
45 0.837 x 1073 0.179 0.117 0.188 0.061 0.230 1.518 0.042 0.054 0.022 0.072 0.875
45 0.934 x 1073 0.516 0.167 0.238 0.058 0.296 1.517 0.043 0.052 0.022 0.071 0.869
45 0.104 x 10~2 0.366 0.084 0.107 0.054 0.146 1.430 0.029 0.027 0.016 0.042 0.731
45 0.118 x 1072 0.396 0.108 0.118 0.042 0.165 1.395 0.025 0.025 0.014 0.038 0.732
45 0.137 x 1072 0.255 0.100 0.151 0.047 0.187 1.350 0.021 0.023 0.013 0.034 0.729
45 0.181 x 10~2 0.099 0.075 0.175 0.065 0.202 1.210 0.009 0.016 0.011 0.021 0.659
60 0.112 x 10~2 0.282 0.146 0.179 0.051 0.237 1.446 0.058 0.058 0.021 0.084 0.851
60 0.125 x 102 0.279 0.165 0.198 0.055 0.263 1.548 0.048 0.050 0.018 0.072 0.844
60 0.139 x 102 0.383 0.095 0.105 0.049 0.150 1.450 0.033 0.030 0.016 0.047 0.731
60 0.158 x 102 0.464 0.102 0.101 0.047 0.151 1.369 0.027 0.024 0.014 0.039 0.711
60 0.182 x 10~2 0.159 0.230 0.320 0.047 0.397 1.288 0.028 0.033 0.012 0.045 0.818
60 0.242 x 1072 —0.044 0.094 0.185 0.069 0.218 1.186 0.011 0.016 0.011 0.023 0.683
90 0.187 x 1072 0.041 0.222 0.207 0.045 0.307 1.330 0.095 0.077 0.017 0.123 0.862
90 0.209 x 1072 0.060 0.109 0.119 0.041 0.166 1.313 0.051 0.045 0.014 0.069 0.801
90 0.237 x 1072 0.007 0.109 0.101 0.040 0.154 1.218 0.037 0.029 0.012 0.048 0.769
90 0.273 x 102 0.447 0.143 0.135 0.048 0.202 1.325 0.031 0.027 0.013 0.043 0.717
90 0.362 x 102 0.163 0.167 0.233 0.058 0.293 1.145 0.015 0.017 0.011 0.025 0.699
120 0.220 x 102 0.070 0.067 0.241 0.041 0.253 1.400 0.019 0.060 0.027 0.069 0.908
120 0.250 x 102 0.450 0.096 0.252 0.037 0.272 1.414 0.022 0.051 0.025 0.061 0.875
120 0.280 x 1072 0.136 0.094 0.103 0.036 0.144 1.299 0.022 0.025 0.021 0.039 0.711
120 0.320 x 1072 0.073 0.175 0.342 0.032 0.385 1.129 0.103 0.146 0.018 0.179 0.963
120 0.360 x 10~2 0.480 0.178 0.234 0.039 0.296 1.245 0.062 0.063 0.012 0.089 0.886
120 0.480 x 10~2 0.152 0.166 0.212 0.071 0.278 1.069 0.024 0.024 0.010 0.035 0.762
150 0.280 x 102 0.123 0.083 0.270 0.046 0.286 1.357 0.024 0.065 0.025 0.074 0.931
150 0.310 x 102 0.306 0.099 0.290 0.035 0.308 1.330 0.022 0.056 0.023 0.065 0.904
150 0.350 x 1072 0.038 0.085 0.127 0.038 0.157 1.274 0.017 0.027 0.021 0.038 0.728
150 0.390 x 102 0.401 0.095 0.124 0.029 0.159 1.266 0.015 0.022 0.020 0.033 0.675
150 0.450 x 1072 0.554 0.114 0.153 0.038 0.195 1.209 0.014 0.023 0.020 0.034 0.668
150 0.600 x 10~2 0.137 0.118 0.194 0.060 0.235 1.069 0.009 0.020 0.018 0.028 0.677
200 0.370 x 1072 —0.039 0.110 0.305 0.044 0.327 1.231 0.033 0.072 0.023 0.083 0.944
200 0.410 x 10~2 —0.157 0.141 0.321 0.033 0.352 1.160 0.032 0.059 0.020 0.070 0.929
200 0.460 x 10~2 0.146 0.115 0.131 0.038 0.179 1.188 0.023 0.025 0.019 0.039 0.758
200 0.520 x 102 0.184 0.126 0.138 0.033 0.189 1.136 0.019 0.022 0.019 0.035 0.719
200 0.610 x 102 0.253 0.141 0.169 0.033 0.223 1.107 0.016 0.021 0.018 0.032 0.690
200 0.800 x 102 0.228 0.126 0.203 0.057 0.246 0.995 0.008 0.018 0.017 0.026 0.654
250 0.460 x 1072 0.620 0.136 0.365 0.052 0.393 1.340 0.041 0.086 0.025 0.099 0.950
250 0.520 x 1072 0.214 0.159 0.349 0.039 0.385 1.186 0.037 0.065 0.020 0.077 0.931
250 0.580 x 10~2 0.243 0.130 0.142 0.038 0.196 1.176 0.026 0.027 0.019 0.041 0.770
250 0.660 x 10~ 2 0.163 0.145 0.146 0.030 0.208 1.087 0.022 0.022 0.016 0.035 0.742
250 0.760 x 10~ 2 0.117 0.159 0.173 0.031 0.237 0.998 0.018 0.020 0.016 0.032 0.714
250 0.100 x 10~ 1 0.105 0.139 0.197 0.050 0.246 0.914 0.008 0.015 0.015 0.023 0.650
250 0.130 x 10~ 1 0.140 0.228 0.280 0.095 0.374 0.842 0.008 0.014 0.014 0.021 0.650
300 0.560 x 1072 —0.038 0.161 0.316 0.041 0.357 1.138 0.048 0.075 0.021 0.091 0.942
300 0.690 x 102 0.345 0.151 0.149 0.039 0.216 1.118 0.030 0.028 0.019 0.045 0.781
300 0.790 x 1072 0.377 0.168 0.148 0.027 0.225 1.058 0.025 0.022 0.016 0.037 0.752
300 0.910 x 1072 0.349 0.193 0.176 0.028 0.263 0.967 0.021 0.019 0.015 0.033 0.734
300 0.121 x 10~ 1 —0.324 0.157 0.200 0.047 0.258 0.839 0.009 0.014 0.014 0.022 0.663
400 0.930 x 10~ 2 —0.093 0.164 0.135 0.033 0.215 0.950 0.033 0.025 0.015 0.044 0.790
400 0.105 x 10~ 1 —0.199 0.180 0.131 0.020 0.223 0.923 0.028 0.019 0.014 0.037 0.760
400 0.121 x 10~ 1 —0.051 0.207 0.179 0.027 0.275 0.913 0.023 0.021 0.015 0.034 0.736
400 0.161 x 10~ 1 —0.180 0.182 0.202 0.043 0.276 0.788 0.011 0.013 0.012 0.021 0.680
500 0.116 x 10~ 1 —0.255 0.184 0.119 0.028 0.221 0.868 0.037 0.022 0.014 0.046 0.790
500 0.131 x 10~ 1 0.340 0.207 0.143 0.019 0.252 0.946 0.033 0.022 0.015 0.042 0.755
500 0.152 x 10~ 1 0.279 0.244 0.149 0.021 0.287 0.860 0.028 0.017 0.012 0.035 0.742
500 0.201 x 10~ 1 0.192 0.214 0.211 0.043 0.304 0.770 0.013 0.014 0.013 0.023 0.691
650 0.151 x 10~ 1 0.229 0.219 0.145 0.018 0.263 0.917 0.043 0.026 0.013 0.052 0.804
650 0.171 x 10~ 1 —0.229 0.209 0.132 0.016 0.248 0.743 0.033 0.021 0.012 0.041 0.769
650 0.197 x 10~ 1 —0.204 0.254 0.148 0.019 0.294 0.735 0.030 0.017 0.011 0.036 0.750
650 0.261 x 10~ 1 0.651 0.244 0.201 0.036 0.318 0.739 0.016 0.014 0.012 0.024 0.698
800 0.185 x 10~ 1 0.625 0.228 0.158 0.014 0.278 0.821 0.045 0.028 0.013 0.054 0.812
800 0.210 x 10~ 1 0.205 0.230 0.167 0.015 0.285 0.762 0.036 0.026 0.012 0.046 0.774
800 0.242 x 10~ 1 0.123 0.281 0.148 0.016 0.318 0.698 0.033 0.017 0.010 0.039 0.753
800 0.322 x 10~ 1 0.276 0.253 0.202 0.031 0.325 0.642 0.016 0.014 0.010 0.023 0.714

Table 5:continued.
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Q7 @ Fr Astat | Auncor | Acor | Atot
(GeV?)
1.5 0.279 x 10— % 0.088 0.113 0.186 0.053 0.224
2.0 0.427 x 10~4 0.127 0.039 0.074 0.044 0.095
2.5 0.588 x 10~4 0.156 0.025 0.050 0.053 0.077
3.5 0.877 x 10~4 0.227 0.021 0.049 0.040 0.067
5.0 0.129 x 1073 0.314 0.022 0.055 0.045 0.074
6.5 0.169 x 1073 0.264 0.023 0.058 0.050 0.080
8.5 0.224 x 1073 0.216 0.025 0.062 0.051 0.084
12 0.319 x 102 0.324 0.026 0.051 0.044 0.072
15 0.402 x 102 0.266 0.027 0.051 0.042 0.071
20 0.540 x 1073 0.327 0.029 0.053 0.040 0.072
25 0.687 x 1073 0.282 0.029 0.061 0.037 0.077
35 0.958 x 1073 0.213 0.035 0.059 0.040 0.080
45 0.121 x 1072 0.303 0.043 0.060 0.044 0.086
60 0.157 x 10~2 0.315 0.051 0.060 0.044 0.090
90 0.243 x 10~2 0.125 0.061 0.062 0.039 0.095
120 0.303 x 10~2 0.198 0.054 0.077 0.029 0.098
150 0.402 x 102 0.264 0.044 0.068 0.035 0.088
200 0.541 x 10~2 0.150 0.056 0.073 0.034 0.099
250 0.736 x 10~ 2 0.196 0.061 0.075 0.033 0.102
346 0.986 x 10~ 2 0.039 0.059 0.057 0.029 0.087
636 0.184 x 10~ 1t 0.152 0.066 0.045 0.020 0.082

Table 6: The proton structure functiof (z, Q*) obtained by averaging; data from tables
at the given values af? andz. Agat, Duncors Deor @NA A are the statistical, uncorrelated
systematic, correlated systematic, and total uncertainty;,, respectively.
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Figure 1: Distributions ofPr ),/ Pr, 6;ets andE — P, for (a) E, = 460 GeV and (b)E, =
575 GeV fory < 0.19 data (solid points) and simulation and estimated backgt@histograms)
normalised to the integrated luminosity of the data. Thereged QED Compton background
contribution is shown as shaded histogram.
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Figure 2: Distributions ofE — P,, D.,;., andE’ /p. for the sample of events with! < 6 GeV.
The selection requirements éh- P, andD,,. are shown as vertical lines with all other selection
criteria applied. The distributions are shown for {g)= 460 GeV and (b)E, = 575 GeV for
data (solid points) and simulation and estimated backgtqtistograms) normalised to the
integrated luminosity of the data. The estimated backgiasrmnshown as shaded histogram
and includes the photoproduction contribution estimatgidgiwrong charge scattered lepton
candidates as well as the QED Compton contribution.
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Figure 3: Distributions ofE’, 6. andE — P, for (a) £, = 460 GeV and (b)E, = 575 GeV for
high y data (solid points) and simulation and estimated backgf@histograms) normalised to
the integrated luminosity of the data. The estimated bamkapl is shown as shaded histogram
and includes the photoproduction contribution estimatgidgiwrong charge scattered lepton
candidates and the QED Compton contribution (dashed line).
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Figure 4:The reduced cross sectiér o (z, Q%) + 0.3i measured at three proton beam energies
E, = 460 GeV (diamonds, i=0)>75 GeV (squares, i=1) angR0 GeV (circles, i=2). The
previously published H1 SpaCal data are shown by the opendalgmmbhe solid symbols are
the H1 LAr data. The new measurements reported here comdstaothe filled diamonds
and squares. The inner error bars represent the statisticais, the full error bars include
the statistical and systematic uncertainties added in ratia@, excluding the normalisation
uncertainty. The curves represent the prediction from thEBIF2012 NLO QCD fit.

34



Ql

NC 17

1.6
15
1.4
13
1.2
1.1

0.9
1.7
1.6
15
1.4
13
1.2
1.1

0.9

Figure 5: The reduced cross section;-(x, Q?) as a function of)?/(1 + (1 — y)?) for six
values ofr at Q> = 60 GeV#, measured for proton beam energiesk)f = 920, 575 and
460 GeV. The inner error bars denote the statistical error, tlteroerror bars show statistical
and systematic uncertainties added in quadrature. Thenhsity uncertainty is not included
in the error bars. The negative slopes of the linear fits gdole) which were performed using
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Figure 6: The proton structure functions;, (z, Q*) (solid symbols) and(x, Q*) (open sym-
bols) measured by H1 (circles) and ZEUS (diamonds) in thoney < Q% < 25 Ge\®. The
inner error bars represent the statistical uncertainties,full error bars include the statisti-
cal and systematic uncertainties added in quadraturejdirgg all correlated and uncorrelated
uncertainties. The curves represent the prediction fraerHHPDF2012 NLO QCD fit.
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Figure 7: The proton structure functions (z, Q*) (solid symbols) and’(x, Q?) (open sym-
bols) measured by H1 (circles) and ZEUS (diamonds) in théonegp < Q* < 800 Gel~.
The inner error bars represent the statistical uncertesnthe full error bars include the statisti-
cal and systematic uncertainties added in quadraturejditg all correlated and uncorrelated
uncertainties. The curves represent the prediction frarHhPDF2012 NLO QCD fit.
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Figure 8: The proton structure functioR;, averaged over at differentQ)* (solid points). The

average value af for each()? is given above
the statistical uncertainties, the full error bars
added in quadrature, including all correlated

each data point. The inner error bars represen
incltioke statistical and systematic uncertainties
and uncategl uncertainties. Thi, measure-

ments by ZEUS are also shown (open points). The data are ¢ethpa NNLO predictions

from a selection of PDF sets as indicated.
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Figure 9: The ratioR(()*) averaged over in the regionl.5 < Q* < 800 Ge\# (solid points).
The error bars represent the full errors as obtained by thet&@arlo procedure described in
the text. The ZEUS data are also shown (open symbols). TheSzklth point af)? = 45 Ge\?

is slightly shifted for better visibility of the erros. Thel&l curve represents the prediction from
the HERAPDF1.5 NNLO QCD fit and its uncertainty fofs = 225 GeV andy = 0.7. The
additional dashed and dotted curves show the variatiomsiofthe region of: where the data

are sensitive to this quantity.
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Figure 10: The gluon densityg(z, Q%) averaged over in the regionl.5 < Q? < 800 GeV?
(solid points). The average value offor eachQ? is given above each data point. The inner
error bars represent the statistical uncertainties, thieeftor bars include the statistical and
systematic uncertainties added in quadrature, includihgoarelated and uncorrelated uncer-
tainties. The shaded regions represent the predictiontinerhlERAPDF1.5 NLO QCD fit. The
dashed line corresponds:tg as obtained by applying equatiério theF’;, prediction based on
the HERAPDF1.5 NLO QCD fit.
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