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Abstract

Inclusive jet, dijet and trijet dferential cross sections are measured in neutral current
deep-inelastic scattering for exchanged boson virtualities1&¥ < 15000 GeV using
the H1 detector at HERA. The data were taken in the years 2003 to 2003oaredpond
to an integrated luminosity of 351 ph Double diferential Jet cross sections are ob-
tained using a regularised unfolding procedure. They are presestadumction ofQ?
and the transverse momentum of the ]é’f,t, and as a function of? and the proton’s
longitudinal momentum fractiorg, carried by the parton participating in the hard inter-
action. In addition Normalised doubleff#irential jet cross sections are measured as the
ratio of the jet cross sections to the inclusive neutral current crog®ssdn the respec-
tive Q? bins of the jet measurements. Compared to earlier work, the measuremeeifis ben
from an improved reconstruction and calibration of the hadronic final .st@tee cross
sections are compared to perturbative QCD calculations in next-to-leadieg and are
used to determine the running coupling and the value of the strong couplitggac as
as(Mz) = 0.1165 (8}xp (38)pdf,theo-
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1 Introduction

Jet production in neutral current (NC) deep-inelastisscattering (DIS) at HERA is an impor-
tant process to study the strong interaction and its theatetescription by Quantum Chromo-
dynamics (QCD) [1-4]. Due to the asymptotic freedom of QCD rkgiand gluons participate
as quasi-free particles in short distance interactiondawyer distances they hadronise into col-
limated jets of hadrons, which provide momentum informatbdthe underlying partons. Thus,
the jets can be measured and compared to perturbative QCD (pRré€dictions, corrected for
hadronisation fects. This way the theory can be tested, and the value of ittvegstoupling,
as(Mgz), as well as its running can be measured with high precision.

In contrast to inclusive DIS, where the dominafieets of the strong interactions are the scaling
violations of the proton structure functions, the prodoistof jets allows for a direct measure-
ment of the strong couplings. If the measurement is performed in the Breit frame of refer-
ence [5, 6], where the virtual boson collides head on with rdopafrom the proton, the Born
level contribution to DIS (figure 1a) generates no transvensmentum. Significant transverse
momentumPy in the Breit frame is produced at leading order (LO) in th@isy couplingas

by boson-gluon fusion (figure 1b) and the QCD Compton (figuredtoresses. In LO the
proton’s longitudinal momentum fraction carried by thetparparticipating in the hard inter-
action is given by = x(1 + MZ,/Q?). The variablex, M, andQ? denote the Bjorken scaling
variable, the invariant mass of the two jets and the negétivemomentum transfer squared,
respectively. In the kinematic regions of 107, low P; and lowé¢, boson-gluon fusion dom-
inates jet production and provides direct sensitivity ton proportional to the product afs
and the gluon component of the proton structure. At H@fhand highP; the QCD Compton
processes are dominant, which are sensitive to the valaran& gensities anas. Calculations

in pQCD in LO for inclusive jet and dijet production in the Bré&ame are ofO(as) and for
trijet production (figure 1d) 0O(a?).

Figure 1: Deep-inelastiepscattering at dferent orders i (a) Born contributiorO(e?Z,), (b)
example of boson-gluon fusia@(a?as), (c) example of QCD Compton scatteridifo?, as)
and (d) example of a trijet proce€¥a?a?).

Recent publications by the ZEUS collaboration concernetgpyoduction in DIS dealt with
cross sections of dijet [7] and inclusive jet production Bhereas recent H1 publications dealt
with multijet production and the determination of the sgasoupling constant(Mz) at low
Q? [9] and at highQ? [10].

In this paper double-étierential measurements are presented of absolute and neeohaiclu-
sive jet, dijet and trijet cross sections in the Breit frafi@o different jet algorithms, thier [11]
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and the antikr [12] algorithm, are explored. The cross sections are measas a function of

Q? and the transverse jet momentllztriﬁt for the case of inclusive jets. Dijet and trijet cross sec-
tions are measured as a function@f and the average jet transverse momentum. In addition,
dijet and trijet cross sections are measured as a functig@?afnd the proton’s longitudinal
momentum fractio¥. The measurements of the ratios of the number of inclusigegs well

as dijet and trijet events to the number of inclusive NC DI8rgg in the respective bins of
Q?, referred to as normalised multijet cross sections, a@ m@gorted. In comparison to abso-
lute jet cross sections these measurements profit from #isant reduction of the systematic
experimental uncertainties.

The analysis reported here profits from improvements in¢lsemstruction of tracks and calori-
metric energies, together with a new calibration of the bagrenergy. They lead to a reduction
of the jet energy scale uncertainty to 1% [13] and allow aresion of the pseudorapidity
range of the reconstructed jets in the laboratory rest frénm@ 2.0 to 25 in the proton di-
rection and from-0.8 to —1.0 in the photon direction, compared to a previous analy$$. [1
The increase in phase space allows the trijet cross sectiba measured doubleftérentially
for the first time at HERA. The measurements presented irptper supersede the previously
published normalised multijet cross sections [10], whiatlude in addition to the data used in
the present analysis data from the HERA-I running periodldyng an increase in statistics of
about 10 %. However, the above mentioned improvements iprggent analysis, which uses
only data from the HERA-II running period, outweigh the shianefit from the additional
HERA-I data and yield an overall better precision of the hssu

In order to match the improved experimental precision, #®iits presented here are extracted
using a regularised unfolding procedure which properlesaikto account detectoftects, like
acceptance and migrations, as well as statistical colwaabetween the fferent observables.

The measurements are compared to perturbative QCD prewiaidNLO corrected for hadroni-
sation éfects. Next-to-next-to-leading order (NNLO) jet calcubaus in DIS or approximations
beyond NLO are not available yet. The strong couplings extracted as a function of the hard
scale chosen for jet production in DIS.

2 Experimental Method

The data sample was collected with the H1 detector at HERAearyears 2003 to 2007 when
HERA collided electrons or positrohsf energyE, = 27.6 GeV with protons of energ§, =
920 GeV, providing a centre-of-mass energyy$ = 319 GeV. The data sample used in this
analysis corresponds to an integrated luminosity of 35%,pif which 160 pb* were recorded
in e p collisions and 191 pi3 in e* p collisions.

1The pseudorapidity is related to the polar angledefined with respect to the proton beam direction, by
n = —Intan@/2).
2Unless otherwise stated, the term "electron" is used inahewing to refer to both electron and positron.



2.1 The H1 detector

A detailed description of the H1 detector can be found elssefil4—-16]. The right-handed
coordinate system of H1 is defined such that the pos#tagis is in the direction of the proton
beam (forward direction), and the nominal interaction p@@rocated az = 0. The polar angle
6 and azimuthal angle are defined with respect to this axis.

The essential detector components for this analysis areidjuéd Argon (LAr) calorimeter and
the central tracking detector (CTD), which are both locateside a 116 T solenoidal magnetic
field.

Electromagnetic and hadronic energies are measured usgngAr calorimeter in the polar
angular range 4 < 6 < 154 and with full azimuthal coverage [16]. The LAr calorimeter
consists of an electromagnetic section made of lead absoldstween 20 and 30 radiation
lengths and a hadronic section with steel absorbers. Tlaé depth of the LAr calorimeter
varies between .8 and 8 hadronic interaction lengths. The calorimeter isdeit into eight
wheels along the beam axis, each consisting of eight alssideks arranged in an octagonal
formation around the beam axis. The electromagnetic andabeonic sections are highly seg-
mented in the transverse and the longitudinal directiorib witotal 45000 readout cells. The
energy resolution ise/E = 11 %/ VE /GeV & 1% for electromagnetic energy deposits and
oe/E ~ 50%/ VE /GeV & 3% for pions, as obtained from electron and pion test beam mea
surements [17,18]. In the backward region (1539 < 174) energy deposits are measured by
a leadscintillating fibre Spaghetti-type Calorimeter (SpaCal)npmsed of an electromagnetic
and an hadronic section [19, 20].

The CTD, covering 15 < 6 < 165, is located inside the LAr calorimeter and consists of
drift and proportional chambers, complemented by a siliwernex detector covering the range
30 < 6 < 150 [21]. The trajectories of charged particles are measurdt witransverse
momentum resolution afp, /Pr ~ 0.2 % Pr/GeV® 1.5 %.

The luminosity is determined from the rate of the elastic QE@mpton process with the elec-
tron and the photon detected in the SpaCal calorimeter [22].

2.2 Reconstruction and calibration of the hadronic final state

In order to obtain a high experimental precision in the mearsent of jet cross sections and the
determination ofrs(M), the hadronic jet energy scale uncertainty needs to bemsed. It has
been so far the dominant experimental uncertainty in jetsmeaments. Details on an improved
procedure to achieve a jet energy scale uncertainty of 1 %bedound elsewhere [13] and are
briefly summarised here.

After removal of the compact energy deposit (cluster) inefectromagnetic part of the LAr
calorimeter and the track associated with the scatterexrete the remaining electromagnetic
and hadronic clusters and charged tracks are attributdaetbadronic final state (HFS). It is
reconstructed using an energy flow algorithm [23-25], cammlg information from tracking
and calorimetric measurements, which avoids double cogrif measured energies. This al-
gorithm provides an improved jet resolution compared torgfgcalorimetric jet measurement,



due to the superior resolution of the tracking detectorcf@arged hadrons.

For the final re-processing of the H1 data and subsequenysasalising these data, further
improvements have been implemented. The track and vertexsgruction is performed using
a double-helix trajectory, thus taking multiple scattgsrin the detector material better into
account. The calorimetric measurement benefits from a agparof hadronic and electromag-
netic showers based on shower shape estimators and netwakke[26, 27] for determining
the probability that the measured energy deposit of a alusténe electromagnetic part of the
LAr calorimeter is originating from an electromagnetic @udnonic shower. This improves the
calorimetric measurement, since the non-compensatinghirimeter has a éfierent response
for incident particles leading to hadronic or electromagnghowers. The neural networks are
trained [13] for each calorimeter wheel separately, usimgixture of neutral pions, photons
and charged patrticles for the simulation of electromagnatid hadronic showers. The most
important discriminants are the energy fractions in th@caleter layers and the longitudinal
first and second moments. Additional separation power isgghby the covariance between
the longitudinal and radial shower extent and the longitatland radial kurtosis. The neural
network approach was tested on data using identified electind jets and shows an improved
efficiency for the identification of purely electromagnetic adnonic clusters, compared to the
previously used algorithm.

The overconstrained NC DIS kinematics allows for the in silibration of the energy scale

of the HFS using a single-jet calibration event sample [&€8}ploying the mean value of the

Pr—balance distribution, defined &5, = (PQ/ Pﬁ‘.a>. The transverse momentum of the HFS,
Ph, is calculated by summing the momentum compon@ntsindP;, of all HFS objects,

Ph = J[Z P) + (Z P] .

ieh ieh

The expected transverse momentBﬁﬂis calculated using the double-angle method, which, to
a good approximation, is insensitive to the absolute ensegye of the HFS measurement. It
makes use of the angles of the scattered eleciy@md of the inclusive hadronic angjg [28,

29], to defineP® as

2E.

Pa= ———
tan% +tan%

(2)

Calibration functions for calorimeter clusters are derivddpending on their probability to
originate from electromagnetically or hadronically inédcshowers. They are chosen to be
smooth functions depending on the cluster energy and poEleaThe free parameters of the
calibration functions are obtained in a glodiminimisation procedure, whej€ is calculated
from the deviation of the value &ty from unity in bins of several variables. Since no jets
are required at this stage, all calorimeter clusters anbredéd. The uncertainty on the energy
measurement of individual clusters is referred to as redidluster energy scale (RCES). In
addition, further calibration functions for clusters assted to jets measured in the laboratory

frame are derived. This function depends on the jet psepabitg |:L and transverse mo-
mentum,P'ﬁﬁab. It provides an improved calibration for those clusters abhare detected in
the dense environment of a jet. The calibration proceduserid®ed above is applied both to
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data and to Monte Carlo (MC) event simulations. Track-basadvectors of the HFS are not
affected by the new calibration procedure.

The double-ratio of thé,-ratio of data to MC simulations, after the application of thew
calibration constants, is shown for the one-jet calibraample and for a statistically indepen-
dent dijet sample in figure 2 as a functionRS}la. Good agreement between data and simulation
is observed over the full detector acceptance. This cooredpto a precision of 1% on the jet
energy scale in the kinematic domain of the measurements.

2.3 Event selection

The NC DIS events are triggered and selected by requiringsta in the electromagnetic part
of the LAr calorimeter. The scattered electron is identifeedthe isolated cluster of highest
transverse momentum, with a track associated to it. Detditbe isolation criteria and the
electron finding algorithm can be found elsewhere [30]. Tleeteomagnetic energy calibration
and the alignment of the H1 detector are performed followtimg procedure as in [30]. The
reconstructed electron ener@y, is required to exceed 11 GeV, for which the triggéicency

Is close to unity. Only those regions of the calorimeter eltbe trigger &iciency is greater than
98 % are used for the detection of the scattered electrorghatorresponds to about 90 % of
then—¢-region covered by the LAr calorimeter. These two requiratagonE/ andn—¢, ensure
the overall trigger #iciency to be above 99% [31]. In the central region, 30< 6, < 152,
wheref, denotes the polar angle of the reconstructed scatterettalethe cluster is required
to be associated with a track measured in the CTD, matchecktpritmary event vertex. The
requirement of an associated track reduces the amount afglyradentified scattered leptons
to below 03 %. Thez-coordinate of the primary event vertex is required to béimit-35 cm of
the nominal position of the interaction point.

The total longitudinal energy balance, calculated as tfierdince of the total enerdgy and

the longitudinal component of the total momentiy using all detected particles including
the scattered electron, has little sensitivity to lossetheproton beam direction and is thus
only weakly dfected by the incomplete reconstruction of the proton rermndising energy-
momentum conservation, the relatieh— P, ~ 2E. = 55.2 GeV holds for DIS events. The
requirement 45 E—- P, < 65 GeV thus reduces the contribution of DIS events with haitchi
state photon radiation. For the latter events, the undedqaitotons, propagating predominantly
in the negative-direction, lead to values d& — P, significantly lower than the expected value
of 55.2 GeV. TheE - P, requirement together with the scattered electron seleétiso reduces
background contributions from photoproduction, where pattered electron is expected to
be detected, to less than2@6. Cosmic muon and beam induced backgrounds are reduced
to a negligible level after the application of a dedicatedmir muon finder algorithm. QED
Compton processes are reduced to 1% by requiring the acoipyjara = cos(r — Ag|) to

be smaller than 95, with A¢ being the azimuthal angle between the scattered leptonrand a
identified photon with energy larger than 4 GeV. The backgtbfrom lepton pair production
processes is found to be negligible. Also backgrounds frbarged current processes and
deeply virtual Compton scattering are found to be negligibtee backgrounds originating from
the sources discussed above are modelled using a varietfCaf\Wint generators as described
in[13].



The event selection of the analysis is based on an extenddgsenphase space defined by
100 < Q? < 40000 GeV and 008 < y < 0.7, wherey = Q?/(sX quantifies the inelasticity of
the interaction. Jets are also selected within an exteraiegerinP*" andy%, as described in
sect. 2.4. The extended analysis phase space and the nmeasuphase space are summarised

in table 1.

The variableQ? andy are reconstructed from the four-momenta of the scatterectreh and
the hadronic final state particles using the electron-sigrathod [32, 33],
2E.

Y+ El(1- co%e)

Q? = 4E.E, co§9—2e and y=ys 3)

with ys =

d X= Ei-P 4
X + E(1 - coShe) an ;( P @
whereX is calculated by summing over all hadronic final state pkasicwith energyE; and

longitudinal momentunt; ,.

2.4 Reconstruction of jet observables

The jet finding is performed in the Breit frame of referencagne the boost from the laboratory
system is determined §?, y and the azimuthal anglg of the scattered electron [34]. Particles
of the hadronic final state are clustered into jets usingnikisivekr [11] or alternatively the
anti-kr [12] jet algorithm. The jet finding is implemented in Fast[E8], and the massless
Pt recombination scheme and the distance parani@tet 1 in then—¢ plane are used. The
transverse component of the jet four-vector with respedhtoz-axis in the Breit frame is
referred to a". The jets are required to ha®¥" > 3 GeV.

The jet axis is transformed to the laboratory rest frame, jatglwith a pseudorapidity in the
laboratory frame of1.5 < ,2; < 2.75 are selected. Furthermore, the transverse momentum of

jets with respect to the beam-axis in the laboratory framestricted toP'ﬁab > 2.5GeV. This

requirement is of technical nature and is not part of the plsaace definition.

Inclusive jets are defined by counting all jets in a given évdth P'?t > 3 GeV. Dijet and trijet

events are selected by requiring at least two or three jets 3wk F"Tet < 50GeV, such that the
trijet sample is a subset of the dijet sample. The measureisiperformed as a function of the
average transverse momentyRy), = 1(PF™ + PF?) and(Pr)s = 1(P" + P2 + PF®) of the
two or three leading jets for the dijet and trijet measuremesspectively. Furthermore, dijet
and trijet cross sections are measured as a function of theradibles’, = x(l + MfZ/QZ) and

&= x(l + MfZS/QZ), respectively, withM;,3 being the invariant mass of the three leading jets.
The observables andé; provide a good approximation of the proton’s longitudinalmentum
fraction¢ carried by the parton which participates in the hard inteoac

2.5 Measurement phase space and extended analysis phase space

The NC DIS and the jet phase space described above refereidearded analysis phase space
compared to the measurement phase space for which thesragifjuoted. Extending the event
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Extended analysis phase space Measurement phase space
for jet cross sections
NC DIS phase space 100< Q? < 40000 GeV} 150< Q? < 15000 GeV
0.08<y<0.7 02<y<07
jet jet

Jet polar angular range —1.5 < Mpap < 275 -1.0 _< ap < 2-5
Inclusive jets P> 3GeV 7< PP < 50GeV
Dijets and trijets 3< P <50Gev 5< P¥' < 50 GeV

Mi2 > 16 GeV

Table 1: Summary of the extended analysis phase space anteti®irement phase space of
the jet cross sections.

selection to a larger phase space helps to quantify migraa the phase space boundaries,
thereby improving the precision of the measurement. Thaahecheasurement is performed

in the NC DIS phase space given by 1§0Q? < 15000 GeV and 02 < y < 0.7. Jets are
required to have-1.0 < ,gL < 2.5, which ensures that they are well contained within the
acceptance of the LAr calorimeter and well calibrated. erinclusive jet measurement, each
jet has to fulfil the requirement & F”ft < 50GeV. For the dijet and trijet measurements
jets are considered with & P’ft < 50GeV, and, in order to avoid regions of phase space where
calculations in fixed order perturbation theory are nottak [36,37], an additional requirement
on the invariant mass d¥l;, > 16 GeV is imposed. This ensures a better convergence of the
perturbative series at NLO , which is essential for the camspa of the NLO calculation with
data and the extraction afs. The extended analysis and the measurement phase space are
summarised in table 1.

2.6 Monte Carlo simulations

The migration matrices needed for the unfolding procedsee Eection 3) are determined using
simulated NC DIS events. The generated events are passeajtha detailed GEANT3 [38]
based simulation of the H1 detector and subjected to the s=snastruction and analysis chains
as are used for the data. The following two Monte Carlo (MC) egenerators are used for this
purpose, both implementing LO matrix elements for NC DISsdwegluon fusion and QCD
Compton events. The CTEQG6L [39] parton density functions (§)Ddfe used. Higher or-
der parton emissions are simulated in DJANGO [40] accortintpe colour dipole model, as
implemented in Ariadne [41,42], and in RAPGAP [43, 44] withrjon showers in the leading-
logarithmic approximation. In both MC programs hadrorimatis modelled with the Lund
string fragmentation [45, 46] using the ALEPH tune [47]. TdfEects of QED radiation and
electroweak ffects are simulated using the HERACLES [48] program, whiclmtierfaced to
the RAPGAP, DJANGO and LEPTO [49] event generators. Theratte is used to correct the
e"p ande p data for their diferent electroweakftects (see section 5.3).



3 Unfolding

The jet data are corrected for detectdifeets using a regularised unfolding method which is
described in the following. The matrix based unfolding noetlas implemented in the TUnfold
package [50] is employed. A detector response matrix istoacted for the unfolding of the
neutral current DIS, the inclusive jet, the dijet and thgtnimeasurements simultaneously [51].
The unfolding takes into account the statistical correfaibetween these measurements as well
as the statistical correlations of several jets origirgqfiom a single event. The corrections for
QED radiation are included in the unfolding procedure. Jes€ sections and normalised jet
cross sections at hadron level are determined using thisadefThe hadron level refers to all
stable particles in an event. It is obtained from MC eventegators by selecting all particles
after hadronisation and subsequent particle decays.

3.1 Weighting of MC models to describe data

Both RAPGAP and DJANGO provide a fair description of the expental data for the in-
clusive NC DIS events and the multijet samples. To furthgorowe the agreement between
reconstructed Monte Carlo events and the data, weights ateedpo selected observables on
hadron level. The weights are obtained iteratively from o of data to the reconstructed
MC distributions and are applied to events on hadron levéle dbservables of the inclusive
NC DIS events are in general well described and are not weih&n exception is the inelas-
ticity y. The slope of this distribution is not described satisfaljtowhere at low values of
y the disagreement amounts to about 5% between the data ab®tMC prediction. Since
this quantity is important, as it enters in the calculatidéth@ boost to the Breit frame, it was
weighted to provide a good description of the data.

The MC models, simulating LO matrix elements and parton glisywdo not provide a good
description of higher jet multiplicities. Event weightseaaipplied for the jet multiplicity as a
function of Q°. The MC models are also not able to reproduce well the obdeFPS?bspectra at
high Fﬂft and the pseudorapidity distribution of the jets. Thus, \wtsgre applied depending on
the transverse momentum and pseudorapidity of the jet Wélnighest (most forward) pseudo-
rapidity in the event as well as for the jet with the smallesoét backward) pseudorapidity in
the event. Additional weights are applied for trijet evessa function of the sum ch'ft of the
three leading jets. The weights are typically determinetivasdimensional 2 degree polyno-
mials with eitherPr, ,, Pry,.q Of @ as the second observable to ensure that no discontinuities
are introduced [13]. These weights are derived and apptiditl extended analysis phase space
(see section 2.3 and table 1) in order to control migrationthe unfolding from outside into

the measurement phase space. After application of the teeitfie simulations provide a good
description of the shapes of all data distributions, sometdath are shown in figures 3, 4, 5
and 6.
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3.2 Regularised unfolding

The events are counted in bins, where the bins on hadronadeseirranged in a vectarwith
dimension 1370, and the bins on detector level are arrangadéctory with dimension 4562.
The vectorsX andy are connected by a folding equatigh= AX, where A is a matrix of
probabilities, the detector response matrix. It accouotsrigration dfects and fficiencies.
The elementy; of A quantifies the probability to detect an event in bof y, given that it was
produced in bin of X. Given a vector of measurememtghe unknown hadron level distribution
X is estimated [50] in a linear fit, by determining the minimum o

X =xa+xt = - ATV, - AR) + T2(X - %) (LTL)(X - %o) , (5)

whereV, is the covariance matrix on detector level, arfds a regularisation term to suppress
fluctuations of the result. The regularisation parametes a free parameter. The matrix
contains the regularisation condition and is set to unitye bias vectog, represents the hadron
level distribution of the MC model. The detector responséixad is constructed from another
matrix M [50], called migration matrix throughout this paper. Thegmation matrix is obtained
by counting MC jets or events in bins @andy. It is determined by averaging the matrices
obtained from two independent samples of simulated eventhd DJANGO and RAPGAP
generators. It also contains an extra r@wo account for infficiencies, i.e. for events which
are not reconstructed in any bin &f

QED radiative corrections are included in the unfolding &&iency corrections [51]. The
running of the electromagnetic coupliag(u;) is not corrected for. The size of the radiative
corrections is of order 10 % for absolute jet cross sectiomsa order 5% for normalised jet
Cross sections.

Prior to solving the folding equation, the remaining smaltkgrounds in the data from the
QED Compton process and from photoproduction after the esadattion are subtracted from
the input data [50] using simulated MC jets or events. Also M@ulated DIS events with
inelasticityy > 0.7 on hadron level, and thus from outside the accepted phase sare con-
sidered as background and are subtracted from data. Thegéations cannot be determined
reliably from data, since the cut dff, results in a low reconstructiorfficiency for events with
y > 0.7 on detector level. The contribution from such events is than 1% in any bin of the
Cross section measurement.

A given event with jets may produce entries in several bing. ofhis introduces correlations
between bins of which lead to &-diagonal entries in the covariance matux

3.3 Definition of the migration matrix

The migration matrix is composed of axd4 structure of submatrices representing the four
different data samples (NC DIS, inclusive jet, dijet and trjjétus enabling a simultaneous
unfolding of NC DIS and jet cross sections. It is schemalyadustrated in figure 7. The four
submatrices, J;, J, and J; represent the migration matrices for the NC DIS, the ingkisi
jet, the dijet and the trijet measurements, respectivedran-level jets or events which do not
fulfil the reconstruction cuts are filled into the additiovalctorg. The three submatricel,,
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B, and B3 connect the jet measurements on detector level with theohddvel of the NC DIS
measurement. They are introduced to account for cases \&hetrer an event is reconstructed,
although it is absent on hadron level. Such detector-lemt-contributions are present due to
different jet multiplicities on detector and on hadron levelysed by limited detector resolu-
tion and by acceptancdfects. The unfolding procedure determines the normalisatighese
detector-level-only contributions from data. Each entrpine of the submatricds is compen-
sated by a negative entry in théieiency bin (denoted g5 in figure 7), in order to preserve
the normalisation of the NC DIS measurement. The four suboest E, J,, J, and J3, are
explained in the following. More details can be found in [51]

e NC DIS (E): For the measurement of the NC DIS cross sections a two-diomadsun-
folding considering migrations i@? andy is used. On detector level 14 bins@t times
3 bins iny (0.08 < y < 0.7) are used to determine 8 bins@% times 2 bins iry on hadron
level. Out of these 16 bins, only 6 bins are used for the detextion of the normalised
cross sections.

e Inclusive jets (J;): The unfolding of the inclusive jet measurement is perforaed four-
dimensional unfolding, where migrations in the observalig, y, P} andls, are con-
sidered. To model the migrations, jets found on hadron lakematched to detector-level
jets, employing a closest-pair algorithm with the distapaeameteR = /A¢? + Ap? and
a requirement oR < 0.9. HereA¢ andAn are the distances between detector level and
hadron level jets i andn in the laboratory rest frame, respectively. Detector-ledy
jets which are not matched on hadron level are filled into th®vsatrixB, and are there-
fore determined from data. Hadron-level jets which are nataimed on detector level are
filled into the vectors;. The bin grid inQ? andy is defined in the same way as for the
NC DIS case. Migrations i’s" are described using 16 bins on detector level and 8 bins
on hadron level. Migrations gl within —1.0 < 75 < 2.5 are described by a 3 times 2
structure. Additional bins (dlierential inP‘ﬁt, Q? andy) are used to describe migrations
of jets inygy, With 5, < —1.0 oryfS, > 2.5. The results of the 7 times 2 bins within the
measurement phase spacéifi and%, are finally combined to obtain the 4 bins for the
cross section measurement for e&hbin.

¢ Dijet (J,): Dijet events are unfolded using a three-dimensional uirigldvhere migra-
tions in Q%, y and(Pr), are considered. Also taken into account are migrationseat th
phase space boundarieshh,, P and;. The bin grid inQ? andy is identical to the
one used for the NC DIS unfolding. Migrations {Rt), are described using 18 bins on
detector level and 11 bins on hadron level, out of which 8 kirsscombined to obtain
the 4 data points of interest. Migrationshiy,, Pf andrls; are described by additional

bins, which are each further binned{Rr), andy.

e Trijet ( J3): The unfolding of the trijet measurement is performed sinyl#o the dijet
unfolding, using a three-dimensional submatrixQf, y and(Pr)3. Migrations inMjs,,
P andr%; are also considered. Due to the limited number of trijet évethe number
of bins is slightly reduced compared to the dijet measurémen

Unfolding in the extended analysis phase space increasasahility of the measurement in the
measurement phase space to a large extent, in particuldrefalijet and trijet data points with
(P1) < 11GeV. The resulting detector response malixhas an overall size of 45621370
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bins, of which about 3 % have a non-zero content. A finer bid tiran the actual measurement
bin grid ensures a reduced model dependence in the unfgtdoggdure. 148 bins on hadron
level, located in the measurement phase space, and addliidjacent bins, mostly at low
transverse momenta, are combined to arrive at the final @sa®ection bins [51].

For the dijet and trijet measurements as a functioti,adndé&; dedicated new submatricds
andJs are set up.

e The unfolding of the dijet measurement as a functior¥ois performed as a four-di-
mensional unfolding in the variablé€®?, y, & andMi,. Including My, in the unfolding
reduces the model dependence considerably. Additionaldiafurther used to account

for migrations at the phase space boundariedin P*“ andS;.

e A four-dimensional unfolding is employed in the variab@% y, £&3 andM; 3. Additional
bins are considered to describe migrations at the phase spandaries itM,, P’fte’ and

jet
lab*

3.4 Regularisation strength

The regularisation parameterin equation (5) is set to = 107 corresponding to the regime
of weak regularisation: increasingby a factor of ten does not influence the results [51]. An
L-curve scan yields = 7.8 - 10> with consistent results for the cross section.

4 Jet cross section measurement

4.1 Observables and phase space

The jet cross sections presented are hadron level crogersecEor bini, the cross sectioor
is defined as

Xl.unfolded
G ©)
Wherexi“”fo'Oled Is the unfolded number of jets or events in Ibjnncluding QED radiative cor-
rections. The integrated luminosities af¢ = 191 pb! and £~ = 160 pbfor e'p ande p
scattering,respectively. The observed cross sectiomesimond to luminosity weighted aver-
ages ofet p ande™ p processes (see section 5.3). Doubledential jet cross sections are pre-
sented for the measurement phase space given in table Lsikelet, dijet and trijet cross
sections are measured as a functiorQéfand F"Tet or (Pr), or (Pr)s. Dijets and trijets are also
measured as a function Q° andé, or &. The phase space I?lret allows measuring the range
0.006 < &, < 0.316 for dijets and @1 < &; < 0.50 for trijets. The trijet phase space is a subset
of the dijet phase space, but the observabig$; andé; are calculated using the three leading
jets. The phase space boundaries of the measurements aregsad in table 2.

O

The simultaneous unfolding of the NC DIS and the jet measargsallows also the determina-
tion of jet cross sections normalised to the NC DIS cross@est Normalised jet cross sections

13



Measurement NC DIS phase space Phase space for jet cross sections
. 7< P <50GeV
O'jet(st Pj-?t) 'Zt Njet > 1
-10<m, <25
Nt > 2
" 2 P liet =
O'duet(Q W< T>2) 7 < (Pr), < 50 GeV
Cuie(@ (Pr)s) | 150<QP<15000GeV | e 2 3
02<y <07 5< P <50GeV 7 <({Pr)s < 30GeV
jet Nigt > 2
Taei(Q22) ROy <2 0.006 <je; <0316
M1, > 16 GeV : 2n =
Niet > 3
" 2 et =
Tuier(Q-£2) 0.01 < & < 050

Table 2: Summary of the phase space boundaries of the mezsuie

are defined as the ratio of the doubléfeiiential absolute jet cross sections to the NC DIS cross
sectionsoyc in the respectived?-bin, whereoc is calculated using equation (6). The phase
space for the normalised inclusive igt:/onc, normalised dijetrgje:/ one and normalised trijet
Twijet/ O'ne CrOSs sections is identical to the one of the correspondisglate jet cross sections.
The covariance matrix of the statistical uncertaintiessiednined taking the statistical correla-
tions between the NC DIS and the jet measurements into atcb@ systematic experimental
uncertainties are correlated between the NC DIS and thegasorements. Consequently, all
normalisation uncertainties cancel, and many other syaierancertainties are reduced signfi-
cantly.

4.2 Experimental uncertainties

Statistical and other experimental uncertainties areggaped by analytical linear error propa-
gation through the unfolding process [50].

Systematic uncertainties are estimated by varying the uneasent of a given quantity within
the experimental uncertainties in simulated events. Fcin &g’ and ‘down’ variation, for each
source of uncertainty, a new migration matrix is obtainele @lifference of these matrices with
respect to the nominal unfolding matrix is propagated tglrothe unfolding process [50] to
obtain the size of the uncertainty on the cross sectionsvomldluctuations of the systematic
uncertainties caused by limited number of data events, ist ic@ses uncertainties are obtained
by unfolding simulated data.

The following sources of systematic uncertainties arertak® account:

e The uncertainty of the energy scale of the HFS is subdividemitivo components related
to the two-stage calibration procedure described in se&ia.

The uncertainties on the cross sections due to the jet erseajg,0’=>, are determined

by varying the energy of all HFS objects clustered into jeit \l?ﬁab > 7GeV by+1 %.

This results ins*ESranging from 2 to 6 %, with the larger values for high value$#f
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The energy of HFS objects which are not part of a jet in the raooy system with
P'TetIab > 7 GeV is varied separately byl %. This uncertainty is determined using a dijet

calibration sample, requiring jets Wi?l?jab > 3 GeV. The resulting uncertainty on the jet
cross section is referred to as remaining cluster enerdg sceertaintyg"“ES. The dfect

of this uncertainty plays a larger role at low transverse raonta, where jets in the Breit
frame include a larger fraction of HFS objects which are reot pf a calibrated jet in the
laboratory rest frame. The resulting uncertainty on thejess sections is about 1 % for
the inclusive jet and the dijet cross sections, and up to 4%hfotrijet cross sections at
low transverse momenta.

The uncertainty-A™°se due to subtraction of the electronic noise from the LAr tiac-
ics, is determined by adding randomly 20 % of all rejectedseailusters to the signal.
This increases the jet cross sections &% for the inclusive jet data, 0% for the dijet
and Q9 % for the trijet data.

The energy of the scattered lepton is measured with a poecadi 05 % in the central
and backward regiorzfpact < 100 cm) and with 1% precision in the forward region of
the detector, whergmpact is thez-coordinate of the electron’s impact position at the LAr
calorimeter. The corresponding uncertainty on the jetcsestionss®, lies between G
and 2 %, with the larger value at higlf?iEt or highQ?.

The position of the LAr calorimeter with respect to the CTD ligiaed with a precision
of 1 mrad [31], resulting in a corresponding uncertaintyhaf electron polar angle mea-
suremen®,. The uncertainty on the jet cross sections, denoteéfcass around & %.
Only in the highes®? bin it is up to 15 %.

The uncertainty on the electron identification i$ @ in the central regionzgpac: <
100cm) and 2% in the forward direction [134{,act > 100cm). This leads to &’
dependent uncertainty on the jet cross secti6fRS), of around 06 % for smaller values
of Q% and up to 2% in the highe&? bin.

The model uncertainty is estimated from thé&e@lience between the nominal result of the
unfolding matrix and results obtained based on the mignatiatrices of either RAPGAP
or DJANGO. These dierences are calculated using data, denoted}g' and 6y,

as well as using pseudodata, denoted#8*' andsy5™. The model uncertainty on the
cross sections is then calculated for each bin usmg

1 ? 2
sModel _ \/ = (max( sljodel, gModel)” 1 max(slygde!, gMiode!) ) : (7

The sign is given by the ffierence with the largest modulus. The uncertainty due to the
reweighting of the MC models is found to be negligible congglto the model uncer-
tainty obtained in this way.

The uncertainty due to the requirement on zkeordinate of the primary event vertex is
found to be negligible. This is achieved by a detailed sithataof the time dependent
longitudinal and lateral profiles of the HERA beams.

The uncertainty of theficiency of the NC DIS trigger results in an overall uncertgint
of the jet cross sections 6f"9 = 1.0 %.
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e The dficiency of the requirement of a link between the primary vertiee electron track
and the electron cluster in the LAr calorimeter is describgdhe simulation within 1 %,
which is assigned as an overall track-cluster-link undetyas™ ', on the jet cross sec-
tions [13].

e The overall normalisation uncertainty due to the luminpsiteasurement ig-™ =
2.5% [22].

In case of the normalised jet cross sections all systematientainties are varied simultaneously
in the numerator and denominator. Consequently, all nosatitin uncertaintiegg-'™, 57
ands™9, cancel fully. Uncertainties due to the electron recortttom, such ag®, 6'°© ands’
cancel to a large extent, and uncertainties due to the reécatisn of the HFS cancel partially.

The relative size of the dominant experimental uncerteg#®®, §°5S andsMo® are displayed
in figure 8 for the absolute jet cross sections. The jet ensegjes’=>becomes relevant for the
high-P‘Tet region, since these jets tend to go more in the directionefrtboming proton and are
thus mostly made up from calorimetric information. The mlagecertainty is sizeable mostly
in the highP*' region.

5 Theoretical predictions

Theoretical pQCD predictions in NLO accuracy are comparettiéameasured cross sections.
Hadronisation ffects and ffects ofZ-exchange are not part of the pQCD predictions, and are
therefore taken into account by correction factors.

5.1 NLO calculations

The parton level cross sectiarf*™"in each bini is predicted in pQCD as a power-series in
as(ur), wherey, is the renormalisation scale. The perturbativefioentsc; ,, for a parton of
flavoura in ordern are convoluted irx with the parton density functionfy of the proton,

P = N @, as(M2)) Gran (X pir 1) @ Fal ). ®)

an

The variableu; denotes the factorisation scale, angM;) is the value of the strong coupling
constant at the mass of t@eboson. The first non-vanishing contributionatf™**"is of orderas
for inclusive jet and dijet cross sections and of ora&for trijet cross sections. The perturbative
codficients are currently known only to NLO.

The predictiong’"*"are obtained using the fastNLO framework [52,53] with peaiive co-
efficients calculated by the NLOJet program [54,55]. The calculations are performed in NLO
in the strong coupling and use tMS-scheme with five massless quark flavours. The PDFs are
accessed via the LHAPDF routines [56]. The MSTW2008 PDF se6[ is used, determined
with a value of the strong coupling constantaa{M;) = 0.118 [59]. Theas-evolution is per-
formed using the evolution routines as provided togethd wie PDF sets in LHAPDF. The
running of the electromagnetic coupling,(Q) is calculated using a recent determination of
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the hadronic contributioanaM32) = 2757(0.8) x 10~ [60]. The renormalisation and factori-
sation scales are chosen to be

2= (Q+P2)/2 and i = Q2. ©)

The choice ofu, is motivated by the presence of two hard scales in the proedsseas:; is
chosen such that the same factorisation scale can be udeel ¢altulation of jet and NC DIS
cross sections.

The calculation of the NC DIS cross sectiong!®, for the prediction of the normalised jet
cross sections is performed using the QCDNUM program [61]li®Nh the zero mass variable
flavour number scheme (ZM-VFNS). No contribution frafrexchange is included, and both
us andy, are set taQ.

5.2 Hadronisation corrections

The NLO calculations at parton level have to be correctechtor-perturbative hadronisation
effects. The hadronisation correctioti® account for long-rangefects in the cross section
calculation such as the fragmentation of partons into haslrdt is given by the ratio of the
jet cross section on hadron level to the jet cross sectionastop level, i.e. for each bin

1
Cihad — O_ihadron/o_ipaf on .

The jet cross sections on parton and hadron level are céculsing DJANGO and RAPGAP.
The parton level is obtained for MC event generators by selgall partons before they are
subjected to the fragmentation process. Reweighting thedidit@ibutions of jet observables on
parton level to those obtained from the NLO calculation hagligible impact on the hadro-
nisation corrections. Hadronisation corrections are astegb for both thekr and the antiky
jet algorithm. They are very similar for inclusive jets anigets, for trijets the corrections for
anti-k; tend to be somewhat smaller than ker

The arithmetic average af® is used, obtained from the weighted DJANGO and RAPGAP
predictions (see section 3.1). Smalffdrences of the correction factors between RAPGAP
and DJANGO, which both use the Lund string fragmentation @haale observed, due to the
different modelling of the partonic final state. The values"8f range from 08 to 1 and are
given in the jet cross sections tables 8-27.

5.3 Electroweak corrections

Only virtual corrections foty-exchange via the running ef.(u,) are included in the pQCD cal-
culations. The electroweak correctiocf¥’ account for the contributions fromZ-interference
andZ-exchange. They are estimated using the LEPTO event genesdiere cross sections can
be calculated including theséects ¢~+?) and excluding themx?). The electroweak correction
factorc®” is defined for each binby ¢ = o7"/o”. Itis close to unity at lowQ? and becomes
relevant forQ? — M2, i.e. mainly in the highes? bin from 5000< Q? < 15000 GeY. In
this bin the value o€®" is around 11 for the luminosity-weighted sum ef p ande™ p data cor-
responding to the full HERA-II dataset. The electroweakection has somer-dependence,
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which, however, turns out to be negligible for the recordextune of e* p ande p data. In case
of normalised jet cross sections, the electroweak comestcancel almost completely such that
they can be neglected. The electroweak corrections arekmweln compared to the statisti-
cal precision of those data points where the correctiongatie¥yrom unity, and therefore no
uncertainty orc®” is assigned. The values ¢ are given in the jet cross sections tables 8-17.

5.4 QCD predictions on hadron level

Given the parton level cross section$:"", and the correction facto®® andc® in bin i, the
hadron level jet cross sections are calculated as

T
O_ihadron — O_ipar on Ciha\d Ciew , (10)

while the predictions for the normalised jet cross sectinesgiven by

arton
( o )hadron O__p C|had

ONC i

5.5 Theoretical uncertainties

The following uncertainties on the NLO predictions are ¢desed:

e The dominant theoretical uncertainty is attributed to thietabution from missing higher
orders in the truncated perturbative expansion beyond NIt@se contributions are esti-
mated by a simultaneous variation of the chosen scalgs f@ndyu¢ by the conventional
factors of 05 and 2. In case of normalised jet cross sections, the scaesaed simul-
taneously in the calculation of the numerator and denorainat

e The uncertainty on the hadronisation correctdd#{is estimated using the SHERPA event
generator [62]. Processes including parton scattering ef 3 configurations are gen-
erated on tree level, providing a good description of jetdpiedion up to trijets. Also
the parton level distributions are in reasonable agreemhtthe NLO calculation. The
partons are hadronised once with the Lund string fragmiematodel and once with the
cluster fragmentation model [63]. Half thefidirence between the two correction fac-
tors, derived from the two flierent fragmentation models, is taken as uncertainty on the
hadronisation correctiod™q, It is between 1 to 2 % for the inclusive jet and dijet mea-
surements and betweerbGnd 5 % for the trijet measurements. These uncertaintees ar
included in the cross section tables. The absolute predisfrom SHERPA, however, are
considered to be unreliable due to mismatches between ttenpshower algorithm and
the PDFs [64]. Therefore, only ratios of SHERPA predictians used for determining
the uncertainty on the hadronisation corrections. The dairgies obtained in this way
are typically between 30 to 100 % larger than half thi&edence between the correction
factors obtained using RAPGAP and DJANGO.

e The uncertainty on the predictions due to the limited knaolgke of the PDFs is deter-
mined at a confidence level of 68 % from the MSTW2008 eigenvecfollowing the
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Observable kt anti-kr  kr (normalised) antiky (normalised)
Tie Q2 PEY table 8 table 13 table 18 table 23
odijet(Q% (Pr)2) | table9 table 14 table 19 table 24
o dijet(Q% £2) table 10 table 15 table 20 table 25
ouiet(Q? (Pr)3) | table 11  table 16 table 21 table 26
et (QP, &3) table 12 table 17 table 22 table 27

Table 3: Overview of the tables of cross sections.

Observable Tiet(Q% Pift) Tiet(Q% (P1)2)  ouijet(QA (P1Y3)  0aije(Q4&2)  Tijet(Q2 £3)
e Q2 PEY table 28 table 31 table 32 table 36 table 37
Tdijet(Q?, (Pr)2) table 31 table 29 table 33 - -
Tijet(Q% (P1)3) table 32 table 33 table 30 - -

o dijer( Q2. £2) table 36 - - table 34 table 38
Tijet(Q. £3) table 37 - - table 38 table 35

Table 4: Overview of the tables of correlation ddgients. The correlation cfigcients between
the(Pr) and¢é measurements are not available.

formula for asymmetric PDF uncertainties [65]. The PDF utasty is found to be al-
most symmetric with a size of about 1 % for all data points.ditt&ons using other PDF
sets do not deviate by more than two standard deviationsed®DF uncertainty.

6 Experimental results

In the following the absolute and normalised doublfedential jet cross sections are presented
for inclusive jet, dijet, and trijet production using tlke and the antik; jet algorithms. The
labelling of the bins in the tables of cross sections is @rpldin table 7.

An overview of the tables of jet cross sections is summarieedble 3 and of the tables of
correlation cofficients, i.e. point-to-point statistical correlations pi®vided in table 4. Fig-
ure 9 shows the correlation matrix of the inclusive, dijed &mjet cross sections, corresponding
to tables 28-33. When looking at the inclusive jet, dijet geticross sections alone, negative
correlations down te-0.5 are observed between adjacent binBinwhich reflects the moder-
ate jet resolution irPr. In adjacentQ? bins, the negative correlations of abot.1 are close
to zero, due to the better resolution@f. Sizeable positive correlations are observed between
inclusive jet and dijet cross sections with the sa@feand similarP;. Positive correlations
between the trijet and the inclusive jet and dijet measurgsnare smaller than those between
the dijet and inclusive jet, because of the smaller statisbverlap. Within the accuracy of this
measurement, the correlation ¢o@ents are very similar no matter whether #yeor anti-kr

jet algorithm are used. Similarly, the statistical cortielas of the normalised and the absolute
cross sections are almost identical.

The measured cross sections for thejet algorithm as a function oPr (tables 8-10) are
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displayed in diferentQ? bins in figure 10, together with the NLO predictions. A deddlil
comparison of the predictions to the measured cross sasasgrovided by the ratio of data to
NLO in figure 11. The theory uncertainties from scale vaolasi dominate over the sum of the
experimental uncertainties in most bins.

The data are in general well described by the theoreticaipiiens. The predictions are slightly
above the measured cross sections for inclusive jet antgiijpeluction, at mediun®? and at
high Pr. A detailed comparison of NLO predictions usindgfdrent PDF sets with the measured
jet cross sections is shown in figure 12. Only smaffedences are observed between predic-
tions for diferent choices of PDF sets compared to the theory uncertaortyscale variations
shown in figure 11. Predictions using the CT10 PDF set [66] ppeaximately 1 to 2 % below
those using the MSTW2008 PDF set, and predictions using theIN®.3 set [67] are about
2 % above the latter. The calculation using the HERAPDF1L.$682-70] is 2 % above the cal-
culation using MSTW2008 at lowr, while at the highesPr values it is around 5% below.
The reason for this behaviour is the softer valence quarkitieat highx of the HERAPDF1.5
set compared to the other PDF sets. Predictions using the ABRDF set [71] show larger
differences compared to the other PDF sets.

The normalised cross sections using khget algorithm are displayed in figure 13 as a function
of Py in differentQ? bins together with the NLO calculations. The ratio of datatte pre-
dictions is shown in figure 14. The comparison is qualitdyivemilar to the results from the
absolute jet cross sections. Similar to the case of absotass sections, the theory uncertainty
from scale variations is significantly larger than the t@gberimental uncertainty in almost all
bins. For the normalised jet cross sections PDF dependedoigot cancel. This is due to
the diferentx-dependencies and parton contributions to NC DIS compargek foroduction.
The systematic uncertainties are reduced for normalisess@ections compared to absolute jet
cross section, since all normalisation uncertainties ebfudly, and uncertainties on the elec-
tron reconstruction and the HFS cancel partly. The expeartaiaincertainty is dominated by
the statistical, the model and the jet energy scale unctigai Given the high experimental
precision, in comparison to the absolute jet cross sections observes that the normalised
dijet cross sections are below the theory predictions fanyrdata points.

The measurements of absolute dijet and trijet cross sextimndisplayed in figure 15 as a func-
tion of & andé&; in differentQ? bins, together with NLO predictions. The normalised jetssro
sections are shown in figure 16. The ratio of absolute jetscsestions to NLO predictions as a
function ofé in bins of Q? is shown in figure 17. Good overall agreement between piiedist
and the data is observed. A similar level of agreement isiindtBby using other PDF sets than
the employed MSTW2008 set.

The double-ratio of antiky jet cross sections to NLO predictions kg jet cross sections to
NLO predictions is presented in figure 18, where the erros lsarrespond to the artkr ex-
perimental uncertainties. For this purpose, the referenee thekr to NLO ratio, is taken to
be without uncertainties. No systemati¢fdrences are observed for the inclusive jet and dijet
cross sections. The antir trijet cross sections have a tendency of being slightly lothan
expected from th& measurement.

Of the results presented here, those which can be compapédvimus H1 measurements are
found to be well compatible.
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7 Determination of the strong coupling constanivs(Mz)

The jet cross sections presented are used to determineltieeofdhe strong coupling constant
as at the scale of the mass of tieboson, Mz, in the framework of perturbative QCD. The
value of the strong coupling constantis determined in an iterativg?-minimisation procedure
using NLO calculations, corrected for hadronisatidfeets and, if applicable, for electroweak
effects. The sensitivity of the theory predictiondgarises from the perturbative expansion of
the matrix elements in powers af(u,) = as(ur, as(Mz)). For theas-fit, the evolution ofas(u,)

Is performed solving this equation numerically, using teaarmalisation group equation in
two-loop precision with five massless flavours.

7.1 Fit strategy

The value ofys is determined using g>-minimisation, wherer is a free parameter of the theory
calculation. The agreement between theory and data isa&stihusing thg2definition [59, 72]

Nsys

¥ =pVvip+ ) e, (12)
k

whereV1! is the inverse of the covariance matrix with relative unaieties. The elemerit
of the vectorg stands for the dierence between the logarithm of the measuremgmind the
logarithm of the theory predictiof = tj(as(Mz)):

Nsys

pi = logm - logti — " Eiy. (13)
k

This ansatz is equivalent to assuming that migeare log-normal distributed, witl; x being
defined as

Ei,k = \/fT(C 8& . (14)

K, k,— K, k,—
5mj — O oy 6m+i + 0
2 2

The nuisance parametesgfor each source of systematic uncertaiktgre free parameters in

the y2-minimisation. Sources indicated as uncorrelated betv@sdpins in table 5 have several
nuisance parameters, one for eghbin.

The parameters‘:;l*i andéﬁ:{i denote the relative uncertainty on the measuremgndue to the

‘up’ and ‘down’ variation of the systematic uncertairky Systematic experimental uncertain-
ties are treated in the fit as either relative correlated eomelated uncertainties or as a mixture
of both. The parametef® expresses the fraction of the uncertaiktyhich is considered as
relative correlated uncertainty, aritl expresses the fraction which is treated as uncorrelated un-
certainty withf€ + fY = 1. The symmetrised uncorrelated uncertainties squq(tl‘(adii;fi - 5';5)2

are added to the diagonal elements of the covariance méatrikhe covariance matri¥ thus

3In this section, the strong coupling constan{M) is always quoted at the mass of tAeboson, Mz =
911876 GeV [59]. For better readability the scale dependesardpped in the notation and hencefodthis
written for ag(Mz); ‘as(Mz)’ is only used for explicit highlighting.
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Source of uncertaintids Correlated Uncorrelated Uncorrelated
fraction f¢  fractionfY  betweenQ? bins

Jet energy scalé’=s 0.5 0.5

Rem. cluster energy scad8FS 0.5 0.5

LAr Noise g-AMNoise 1 0

Electron energy*e 1 0 v
Electron polar anglé® 1 0 v
Electron ID§'0® 1 0 v
NormalisationsN°™ 1 0

Model gMode! 0.25 0.75 v

Table 5: Split-up of systematic uncertainties in the fit a&f #trong coupling constant.

consists of relative statistical uncertainties, inclgdoorrelations between the data points of the
measurements, correlated background uncertainties anahitorrelated part of the systematic
uncertainties.

7.2 Experimental uncertainties onas

The experimental uncertainties are treated in the fit asrbestin the following.

e The statistical uncertainties are accounted for by usimgctbvariance matrix obtained
from the unfolding process. It includes all point-to-pogttrrelations due to statistical
correlations and detector resolutions.

e The uncertainties due to the reconstruction of the hadriomét state, i.es’ES andsRCES
are treated as 50 % correlated and uncorrelated, resplgctive

¢ The uncertainty“A™N°se due to the LAr noise suppression algorithm, is considevdukt
fully correlated.

e All uncertainties due to the reconstruction of the scattelectron %, 5% ands'®®) are
treated as fully correlated for data points belonging toghmeQ?-bin and uncorrelated
between dferentQ?-bins.

e The uncertainties on the normalisatiah{", §™9 andé ™" are summed in quadrature
to form the normalisation uncertain®'°™ = 2.9 % which is treated as fully correlated.

e The model uncertainties are treated as 75 % uncorrelatesteli the correlated fraction
is treated as uncorrelated betweefiatientQ?-bins.

The uncorrelated parts of the systematic uncertaintiee®gpected to account for local vari-
ations, while the correlated parts are introduced to accémmprocedural uncertainties. A
summary is given in table 5, showing the treatment of eaclemxgntal uncertainty in the fit.

Table 6 lists the size of the most relevant contributiondh@experimental uncertainty on the
as-value obtained. Fows-values determined from the absolute jet cross sectiomsddmi-
nant uncertainty is the normalisation uncertainty, sirtiég lnighly correlated with the value of
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Experimental uncertainties onas x 10*

Measurement AeXP ANorm ARCES AJES AMOdel

Tiet 222| 185 48 55 45

T diet 23.4| 194 44 43 64

it 16.7| 112 54 43 46

Jiet 89| - 17 44 22

ONC

I diet 29| - 16 33 36
ONC

et 11.3] - 40 35 42
ONC

[Tt aiers Twjer] | 160 9.6 59 32 50
Tet Tdiet Tuet\ | 76| - 24 28 18
ONC ONC ONC

Table 6: The total experimental uncertainty @nfrom fits to diferent jet cross sections, and
the contributions from the most relevant sources of unaeres. These are the normalisation
uncertainty, the uncertainties on the reconstruction efffS AF°FSandA’=9) and the model
uncertainty.

as(Mz) in the fit. The errors on the fit parametess,andey, are determined as the square root
of the diagonal elements of the inverse of the Hessian matrix

7.3 Theoretical uncertainties onag

Uncertainties oms from uncertainties on the theory predictions are oftenmeitged using the
non-linear dfset method. In this analysis didirent approach is taken. The theory uncertainties
are determined for each source separately using linear gmmpagation [51]. Uncertainties on
as originating from a specific source of theory uncertainty eakculated as:

Nbins 2 Npins
(e = 25 o) -2 (%

i . i

O Ati)z : (15)

wheret; is the prediction in bini, A, is the uncertainty of the theory in binand < (fY)

are the correlated (uncorrelated) fractions of the unag@stasource under investigation. The
partial derivatives are calculated numerically at thevalue, ag, obtained from the fit. The
uncertainties onmrs obtained this way are found to be of comparable size as thertancties
obtained with other methods, like thé&set method [10, 73]. Because equation 15 is linear, the
theory uncertainties are symmetric.

Theoretical uncertainties in the determinatiorvgarise from unknown higher order corrections
beyond NLO, from uncertainties on the hadronisation cdiwes and from uncertainties on
the PDFs. Three distinct sources of uncertainties from th&dPare considered. These are
uncertainties due to the limited precision of the input datéhe determination of the PDFs,
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the uncertainty of the value afs(Mz), which was used for obtaining the PDFs, and procedural
uncertainties in the PDF fit. Details for all theoretical artainties considered are given below.

¢ Uncertainties resulting from truncation of the perturbati ve series: The uncertainty
due to missing higher orders is conventionally determinga lvariation ofu, and ;.
In order to obtain conservative estimates from equationti® uncertainty from scale
variations on the theory predictions is defined by [74]

N = ma(fiu = Gupeo) = tilet = o)), - (16)

using a continuous variation of the scale in the interval € c, < 2. The uncertainty
from scale variations on, A, is then given by equation 15 usidg. The correlated
and uncorrelated fractions af are set to (5 each. In case of normalised jet cross sec-
tions, the uncertaintyy; is determined by a simultaneous variation of the scaleseén th
numerator and denominator. The scale dependence of thesiveINC DIS calculation

Is small compared to the scale dependence of the jet crogersecsince it is in LO of
O(@2(u;)). The uncertainty from the variation of the renormalisatscale is by far the
largest uncertainty of all theoretical and experimentalartainties considered. Calcula-
tions beyond NLO are therefore mandatory for a more preogterchination ofrs from

jet cross sections in DIS.

e Hadronisation uncertainties: The uncertainties of the hadronisation correctidf on
the theory predictions are obtained using half thiéedénce of the hadronisation correc-
tions calculated with the Lund string model and the clustagmentation model (see
section 5.5). The resulting uncertaintiesayare determined using the linear error prop-
agation described above. The uncertainty is taken to becbai¢lated and half uncorre-
lated.

e PDF uncertainty: PDF uncertainties ons, A?°F are estimated by propagating the un-
certainty eigenvectors of the MSTW2008 PDF set. Details aseitbed in [51].

e Uncertainty due to the limited precision of as(Mz) in the PDF fit: The PDFs depend
on theas(M7) value used for their determination. This leads to an aoidéi uncertainty
on the PDFs and thus to an additional uncertainty onathiealue extracted from the
jet cross sections. This uncertainty," ¢, is conventionally defined as a variation of
+0.002 around the nominal value af(Mz) = 0.118 (see e.g. [75]). For the full range of
available MSTW2008 PDF sets withfiirent fixed values ats(M;), the resulting values
of a5 from fits to jet data are displayed in figure 19. While some ddpene on the value
of as(Mz) used in the PDF fit is observed for thg values obtained from inclusive jet
and dijet cross sections, tlg-value obtained from the trijet cross sections shows only
a very weak dependence ag(Mz). This is due to the high sensitivity of the trijet cross
sections tars, where the calculation is @(a?2) already at LO. Consequently, due to the
inclusion of the trijet cross sections, the dependence ;) as used in the PDF fit is
reduced for the fit to the multijet dataset.

e Procedural and theory uncertainties on the PDFsin order to estimate the uncertainty
due to the procedure used to extract PDFsy alits are repeated using PDF sets from dif-
ferent groups. Thes-values obtained are displayed in figure 20 and are listeahilet39.
Half the diference between the;-values obtained using the NNPDF2.3 and CT10 PDF
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sets is assigned as PDF set uncertainfy™! The values for\}>™*'are in the range
from 0.0007 to 00012.

7.4 Results of thewfit

The strong coupling constant is determined from each of é¢hengasurements, i.e. from the
absolute and normalised inclusive jet, dijet and trijetssreections as a function G and
Pr, as well as from the three absolute and three normalisedgsssections simultaneously.
The statistical correlations (tables 28—-33) are takenatmunt. Thers-values obtained from
measurements using tke jet algorithm are compared to those using the-atijet algorithm
with the corresponding NLO calculations.

The NLO correction to the LO cross section is below 50 % foradlthe data points and be-
low 30 % for 64 % of the data points. It is assumed that the pestive series is converging
suficiently fast, such that NLO calculations are applicable] #rat the uncertainty from the
variation of the renormalisation and factorisation scalesounts for the not yet calculated con-
tributions beyond NLO.

The a; results, determined from fits to the individual absolute andnalised jet cross sec-
tions as well as to the absolute and normalised multijetscsestions using either the or the
anti—kg jet algorithms, are summarised in table 40, together wigtsihlit-up of the contributions
to the theoretical uncertainty. The largest contributi®lile to the variation of the renormali-
sation scale. The fits yield, for thg-jets taken as an example, the following valueg @Mqos

for the absolute (normalised) inclusive jet, dijet andetrimeasurements, B}23 (268/23),
25.1/23(310/23) and 13%/15(118/15), respectively. For the absolute (normalised) multijet
measurements the value of.ZB63 (898/63) is obtained. Note that the theoretical uncertainties
on a; are not considered in the calculation)g¥/nqe;. The fact thaty?/nqos degrades as more
data are included (multijets as compared to individual data) or as the experimental precision
Is improved (normalised as compared to absolute crossossgtindicates a problem with the
theory, possibly related to higher order corrections. &y, the fact thatrs extracted from the
dijet data is below the values obtained from inclusive jefriggt data may be due to unknown
higher order &ects.

All as-values extracted are compatible within the theoreticalentainty obtained by the scale
variations. The values af extracted usindgfr or anti-kr jet cross sections are quite consistent.
Among the absolute cross sections, not considering thejetdit, the trijet data yield values of
as With the highest experimental precision, because the Ljét tross section is proportional
to a2, whereas the inclusive or dijet cross section at LO are ptapwl toas only.

The best experimental precision agis achieved for normalised jet cross sections, due to the
full cancellation of all normalisation uncertainties, whiare highly correlated with the value
of ag(Mz) in the fit. A breakdown of the individual uncertainties aditing to the total ex-
perimental uncertainty is given in table 6. For tlagextraction using absolute cross sections,
the normalisation uncertainty is the dominant uncertaiiitye jet energy scale, the remaining
cluster energy scale and the model uncertainty contribitte similar size to the experimental
uncertainty. All other experimental uncertainties areligggle with respect to these uncertain-
ties. The uncertainties from scale variations are somewdthiced for normalised jet cross
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sections, due to the simultaneous variation of the scaldsimumerator and the denominator.
The uncertainties from PDFs are of similar size when conmgaaibsolute and normalised jet
cross sections. The residuattérences are well understood [51].

The absolute and normalised dijet cross sections yieldfsigntly smaller value ok than the
corresponding values from inclusive jet cross sectionssi®ering the experimental uncertainty
only. This is attributed to missing higher order contrilomt in the calculations, which may
be diferent in the inclusive jet phase space region which is ndtqfahe dijet phase space.
These are, for instance, the dijet topologies WM, < 16 GeV, or events where one jet is
outside the acceptanceipﬁ:). In order to test the influence of the phase space, an ineljisiv
measurement is performed in the phase space of the dijeunesasnt, i.e. with the requirement
of two jets,M, > 16 GeV and 7< (Pr), < 50 GeV. When using the identical scalg = Q?
for the afit to this inclusive jet and the dijet measurement, théedence invs is only 00003.
With the nominal scaleg? = (@ + (PF)?)/2 for this inclusive jet measurement apfl =
(Q? + ((P1)2)?)/2 for the dijet measurement, theffdirence invs increases to.0007. Since the
as values obtained are rather similar, this lends some sup@dne argument given above.

The best experimental precision egis obtained from a fit to normalised multijet cross sec-
tions, yielding:

as(Mz)l; = 0.1165 (8)xp (S)roF (7)roFset (3)pDF@s) (Bhad (36),, (5)y (17)
=0.1165 (8)exp (38)pdf,theo-

Here, we quote the value obtained for jets reconstructell thiky algorithm. As can be seen
in table 40, it is fully consistent with thes-value found for jets using the artir algorithm.

The uncertainties ons(Mz) are dominated by theory uncertainties from missing higitders
and allow a determination afs(Mz) with a precision of 3 % only, while an experimental pre-
cision of Q7 % is reached. Complete next-to-next-to-leading ordentations of jet production
in DIS are required to reduce this mismatch in precision lketwexperiment and theory.

The as-values determined are compatible with the world avera@e 6] value ofay(Mz) =
0.1185 (6) within the experimental and particularly the tregmal uncertainties. Thes-values
extracted from thér-jet cross sections are compared to the world average valfigure 21.

The value ofag(Mz) with the highest overall precision is obtained from fits teeduced phase
space region, in which the dominant theoretical uncegamdétimated from variations of the
renormalisation and factorisation scales, are reducdtbabtpense of an increased experimental
uncertainty. For photon virtualities @? > 400 GeV a total uncertainty of ® % on theas-
value is obtained, with a value of

as(Mz)lk; = 0.1160 (11} (32)pdttheo -

The value ofag(Mz) is the most precise value ever derived at NLO from jet datanged in a
single experiment.

The running ofas(u,) is determined from five fits using the normalised multijeiss sections,
each based on a set of measurements with comparable valties @normalisation scajg.

The values ofrs(M;) extracted are listed in table 41 together with the crosi@eaeveighted
average values qf;. The values ofrg(Mz) andas(u,) obtained from thékr-jets are displayed
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in figure 22 together with results from other jet da{8, 77—80]. Within the small experimental
uncertainties the values ofs(Mz) of the present analysis are consistent and independent of
ur. Good agreement is found with H1 data [9] at low scales andrg#t data [77-80] at high
scales. The prediction for the running @§(u,) usingas(Mz) = 0.1165 (8)xy (38t ther @S
extracted from the normalised multijet cross sectionslgs ahown in figure 22, together with

its experimental and total uncertainty. The predictiomigood agreement with the measured
values ofag(u;).

8 Summary

Measurements of inclusive jet, dijet and trijet cross seiin the Breit frame in deep-inelastic
electron-proton scattering in the kinematical range £50? < 15000 Ge\? and 02 <y < 0.7
are presented, using H1 data corresponding to an integkatgdosity of 351 pb®. The mea-
surements consist of absolute jet cross sections as wedl asgss sections normalised to the
neutral current DIS cross sections. Jets are determined tisekr and the antiky jet algo-
rithm. Compared to previous jet measurements by H1, thisyaisainakes use of an improved
electron calibration and further development of the endhgy algorithm, which combines
information from tracking and calorimetric measuremebisjncluding a better separation of
electromagnetic and hadronic components of showers. Timed$ithese improvements, to-
gether with a new method to calibrate the hadronic final stat@uces the hadronic energy
scale uncertainty by a factor of two to 1% fB‘ﬁab down to 5GeV.

The jet cross section measurements are performed usingikarsgd unfolding procedure to
correct the neutral current DIS, the inclusive jet, thetdijed the trijet measurements simulta-
neously for detectorféects. It considers up to severffdrent observables per measurement for
the description of kinematical migrations due to the liditketector resolution. This approach
provides a reliable treatment of migratiofiects and enables the determination of the statistical
correlations between the three jet measurements and thhewrrent DIS measurement.

Theoretical QCD calculations at NLO, corrected for hadratie and electroweaklffects, pro-
vide a good description of the measured doubféedential jet cross sections as a function of the
exchanged boson virtualit®?, the jet transverse momentLﬂft, the mean transverse momen-
tum(P1), and(Pr)3 in case of dijets and trijets, as well as of the longitudirratpn momentum
fractionsé, andés. In general, the precision of the data is considerably béten that of the
NLO calculations.

The measurements of the inclusive, the dijet and the tnifgsection are used separately and
also simultaneously to extract values for the strong cogptionstantrs(Mz). The best exper-
imental precision of 0 % is obtained when using the normalised multijet cross@est The
simultaneous extraction of the strong coupling consta(i¥l;) from the normalised inclusive

4The valuesas(u;) given in [77-79] are evolved tag(Mz), whereas the values afs(M;) given in [80] are
evolved toas(uy) for this comparison. As for the H1 values the 2-loop solufior the running equation afg(u,)
is used.
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jet, the dijet and the trijet samples using tiget algorithm yields:

as(Mz)l; = 0.1165 (8)xp (S)roF (7)roFset (3)pDF@s) (Bhad (36),, (5)y (18)
=0.1165 (8)axp (38)pdf,theo-

A very similar result is obtained when using the aikti jet algorithm. The values and uncer-
tainties ofas(Mz) obtained using absolute jet cross sections are consistdnthe results from
the corresponding normalised jet cross sections, alb#itlaiger experimental uncertainties. A
tension is observed between the valuegiM;) extracted from the dijet sample and the similar
values obtained from the inclusive jet and the trijet samplEhis may be caused by missing
higher orders in the calculations, which can bfeatent in the inclusive jet phase space region
which is not part of the dijet phase space.

When restricting the measurement to regions of higQ&rwhere the scale uncertainties are
reduced, the smallest total uncertainty on the extraet@) is found forQ? > 400 Ge\f. For
this region the loss in experimental precision is compeatshy the reduced theory uncertainty,
yielding

a’s(MZ)lkT =0.1160 (11}xp (32)pdf,theo-

The extractedrs(Mz)-values are compatible within uncertainties with the WaVerage value
of ag(Mz) = 0.1185 (6) and withas-values from other jet data. Calculations in NNLO are
needed to benefit from the superior experimental precisiagheoDIS jet data.

The running ofas(u,), determined from the normalised multijet cross sectioasashown to
be consistent with the expectation from the renormalisagi@up equation and with values of
as(u,) from other jet measurements.
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Bin labels Pt

Label Prrangein GeV

a 7<Pr<1l
8 11< Pr< 18
y 18< Pr< 30
o 30< Pr< 50
Bin labels Q2
Binnumberg @ range in GeV
1 150< Q% <200

Bin labels & dijet

200< Q2 < 270
270< Q2 < 400
400< Q? < 700
700< Q? < 5000
5000< Q? < 15000

Label & range
a 0006 < &< 0.02
b 0.02 < ¢ <0.04
c 004 < &< 0.08
d 0.08 < £<0.316

o 00~ WD

Bin labels &3 trijet

Label &3 range
A 0.01< &< 0.04
B 0.04 < ¢3<0.08
C 0.08< &<05

Table 7: Bin numbering scheme f@?, Pr, andé-bins. Bins of the double-fferential mea-
surements are for instance referred to a$@ the bin in the range 27@ Q? < 400 GeV and
18 < P*' < 30GeV.
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Inclusive jet cross sections in bins 0€)? and P‘ft using the kr jet algorithm

Bin o gtat  gsys  gModel  sJES GRCES 4B, s sID(e) | chad ghad  cew
label [pb] [%] [%] [%] [%] [%] [%] [%] [%] [%6]
la 7.06- 10 2.7 29 +10 *_0‘191 *_Oi% _36‘.13 _304.13 +_Oo_55 093 22 1.00
18 3.10-10 4.1 44 +28 %L 06 00 03 0% [ 097 1.7 1.00
1y 807-1¢ 6.4 53 435 3 03 ‘f(')‘_‘s oL +—0().55 096 1.1 1.00
16 918-10' 153 129 +117 #4592 L 02 05 1095 0.7 1.00
2 54810 3.0 29 -06 *_Ofo +—li.20 _30‘?9 _354 +_Oo_55 093 2.1 1.00
28 2.68- 10 4.1 48 +34 %, 04 08 %% %% [ 097 1.7 1.00
2y 7.01-10° 6.6 6.4 +48 37 02 -0 04 +—%§5 097 13 1.00
25 852-101' 15.2 74  +46 50 02 #0003 405 1096 12 1.00
3 5.22. 10 3.0 3.2 +15 *_Of’o +—li(.)o ‘3097 ‘353 +_0(')_55 093 15 1.00
3B 2.78- 10 4.0 45 +31 23 04 OF 02 404 1097 11 1.00
3y 6.99-10° 6.8 47 +19 35 02 -0 00 404 1097 0.9 1.00
35 869-10' 15.1 67 -30 *34 00 08 &L 04 1095 05 1.00
40  4.88-10 3.2 33 +15 2 +0r -l 02 %% 1093 1.2 1.00
43 2.69- 10 4.1 33 +12 20 04 o ol 404 1097 1.0 1.00
Ly 7.95-10° 6.1 56 +35 38 02 08 -0l 403 1097 05 1.00
45 857-10" 165 108 -89 %L % %L %L %2 1096 04 1.00
50  4.33-10 35 35 422 5, +0s 04 05 L 1092 09 1.02
53 2.85-10 4.0 33 +14 +_11§5 oL _36?6 ‘fo% 111097 05 1.02
5y 1.07- 10 4.9 46 427 vzl 0l 0 04 411 1097 04 1.03
56 2.04-10° 8.5 57 421 48«01 03 02 +10 1096 0.3 1.02
6 260-10° 14.7 44 -30 & 03 08 03 9 1091 06 111
68 1.74-10° 16.4 35 +11 *8 #0402 04 418 1096 06 1.11
6y 6.71-10" 216 134 -129 *22 02 02 05 +18 1099 11 111
65 309-10% 197 200 -195 *2% ol #0230 400 +18 1098 08 111

Table 8: Double-dferential inclusive jet cross sections measured as a funofi®@? and P'Tet
using thekr jet algorithm. The bin labels are defined in table 7. The datatp are statistically
correlated, and the bin-to-bin correlations are given mdbrrelation matrix in table 28. The
correlation with the dijet measurements as a functiodRyf), and&, are given in tables 31
and 36, respectively. The correlations with the trijet meaments as a function ¢Pr); and

&3 are shown in tables 32 and 37, respectively. The experirhantertaintes quoted are de-
fined in section 4.2. The total systematic uncertaitit?, sums all systematic uncertainties in
quadrature, including the uncertainty due to the LAr nois@d™°s® = 0.5% and the total
normalisation uncertainty af\°™ = 2.9 %. The contributions to the correlated systematic un-
certainty from a positive variation of one standard dewiatf the model variationst'°®'), of
the jet energy scal@{Fd), of the remaining cluster energy scad&$t), of the scattered electron
energy ¢%), of the polar electron angle®) and of the Electron ID&P®) are also given. In
case of asymmetric uncertainties, thfeeet due to the positive variation of the underlying error
source is given by the upper value for the correspondingetabtry. The correction factors on
the theoretical cross section®?andc®” are listed in the rightmost columns together with the

uncertaintieghad,
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Dijet cross sections in bins ofQ? and (P ), using the kr jet algorithm

Bin o gtat  gsys  gModel  sJES GRCES 4B, s sID(e) | chad ghad  cew
label [pb] [%] [%] [%] [%] [%] [%] [%] [%] [%6]
la 2.34-10 3.6 34 +21 +_00'13 +—1i.33 ‘fo?z _304.13 +_°o% 094 20 1.00
18 1.36- 10 5.8 45 +35 8 02 02 02 *_05_55 097 14 1.00
1y 357-1¢° 6.7 6.1 +40 t‘lé?g +Po_20 f&‘z _86.21 +—()b.55 096 1.0 1.00
16 420-101' 16.4 96 +7.8 +_5fg +fb.11 __0('54 __O(ﬁ +,0(')§5 096 1.2 1.00
2a 1.81-10 4.1 33 +20 +_00'10 +—li£.12 _30‘.16 ‘3045 +_Oo_55 094 17 1.00
1.24- 10 5.6 39 +22 20 04 00 03 *_05_55 098 1.6 1.00
2.95-10° 7.4 58 +40 +fé?4 too_lz _fdll _30?2 +—0().55 097 1.0 1.00
3.82-10' 18.1 137 +124 ’ﬂ% __0(')_21 _3091 _f(')"lz +Pb?5 095 19 1.00
1.83- 10 3.9 28 +10 ‘_0(‘)90 +—li.11 _3055 ‘f& +_()of‘4 093 1.2 1.00
1.13- 10 6.1 49 +37 22 03 ’f(')% o3 %L 1098 09 1.00

380-10° 60 43 +12 33 01 04 01 404 [ (097 08 1.00
344-101 205 93 -70 49 00 02 02 404 | 096 04 1.00

-6.4 -06
1.67-10 4.1 25 +07 +fd.11 *_0(')?8 ‘30?4 _36.22 +_()of‘4 092 11 1.00
1.08- 10" 6.3 47 +35 +}£2 03 :?('3.56 oL %, 1097 09 1.00

365-10° 6.2 45 22 32 0l 03 0L 403 1098 05 1.00
379-101 204 71 -37 55 #0003 +00 402 | ggg (0.3 1.00

22R2ULILLELETLYRRYLDIYSR

-5.8 -0.1 +0.3 -01 -0.2
1.49.- 10 4.4 2.9 +1.0 ‘&;‘5 +_0(')(_55 +—O(')€.36 _J?(')‘.‘A +—li.22 092 06 1.02
132:100 51 36 +21 L 02 03 05 1l 096 03 1.02
477.1° 54 61 +50 25 02 02 04 1l 1098 04 1.03
957.10' 103 56 +20 4 00 04 -0l 10 | 096 07 1.01
729.100 230 40 -22 93 oL 1 -0l +21 | 0gg 02 1.11
845.101 201 102 +95 ‘28 02 01 04 18 |0o5 05 1.11
349.10% 193 60 -48 % 02 01 12 419 1097 08 1.11
147-101 269 85 -75 L 00 417 410 418 |0gg9g 10 1.11

Table 9: Double-dferential dijet cross sections measured as a functiod@?aind(Pr), using
thekr jet algorithm. The total systematic uncertainiy®, sums all systematic uncertainties in
quadrature, including the uncertainty due to the LAr nois@d™°s® = 0.6 % and the total
normalisation uncertainty af"°™ = 2.9 %. The correlations between the data points are listed
in table 29. The statistical correlations with the trijetasarement as a function o) are
listed in table 33. Further details are given in the captibtable 8.
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Dijet cross sections in bins ofQ? and &, using the ky jet algorithm

Bin o gstat  gsys 6M0de| 6JES 6RCES 6Eg Ste 6ID(9) Chad 5had cew
label [pb] [%] [%] [%] [%] [%] [%] [%] [%] [%6]
la 204-10' 42 7.7 +7.2 +,l'191 =y +_0(')‘35 ‘&;‘S +Po?’5 094 21 1.00
b 182-10' 34 4.4 +34 +}i?5 +—1i(.)0 +90?2 _4?(').22 +Pc').55 094 1.7 1.00
1c 601-10° 7.0 4.0 +23 +_2252 +_0(')'11 +90?2 _49(')‘,13 +_0(.155 094 13 1.00
id 198-10° 88 7.9 +67 *34 %2 L 02 *_0(')?5 092 0.7 1.00
2a 145-10' 5.0 49 +41 +f’('fg +—1i?2 Jﬁfz ‘30?4 +Pb§5 094 18 1.00
ob  158.10' 3.6 39 427 Ll 0 <08 03 <05 | g4 17 100
2c 619-10° 6.3 3.4 +07 +_2£15 +—()6.11 +_00?1 ‘30?3 +—0d55 094 11 1.00
2d  171-10° 94 7.0 +58 3% %3 LU 749(').35 *96?5 093 0.6 1.00
3a 113-10' 4.2 55 +49 +f’0?8 +—1i(.)1 ‘30?1 ‘30?2 +_Ob‘_14 093 14 1.00
3b 176-10* 3.0 39 +28 +_li91 +_0(')?9 +f)('fe _30?2 +Pb.55 094 12 1.00
3c 832-10° 46 34 +14 +_2£1 +_0£2 +_°0?3 ‘30?3 +—0(')‘.14 094 09 1.00
3d 199-10° 83 53 +34 3 02 06 04 *_0(')?5 094 04 1.00
4a 512-10° 7.7 86 +82 +Po?8 +_Od?9 +_()(')f15 ‘30?2 +_Ob_22 092 14 1.00
ab  178.10' 32 52 446 08 407 0L 01 404 |93 12 100
4c  112-10 38 31 +13 *5 05 0 0L 04 1094 08 1.00
4d 237-10° 82 6.8 +56 +§é?2 +Po(_)0 ‘3693 ++O(.).11 +9§’3 095 05 1.00
50 889-10° 3.7 45 +36 +f)0?9 +PC?6 _9091 _30?4 +—1i.22 092 05 1.01
5¢ 171-100 29 35 +21 *_O(‘)?g +_0(.)§6 +Po$5 _490‘.13 +—1i(.)0 093 05 1.02
5d  112-10* 3.0 4.2 +31 *3 03 00 04 +11 1094 04 1.03
6d 186-10° 7.2 55 +46 +_O('f6 +Po_23 Jﬁ'fg ‘f& +,11?9 093 08 111

Table 10: Double-dierential dijet cross sections measured as a functio@?cfind &, using
thekr jet algorithm. The total systematic uncertainfy;’, sums all systematic uncertainties in
quadrature, including the uncertainty due to the LAr noisg‘d™°s¢ = 0.6 % and the total
normalisation uncertainty @™ = 2.9 %. The correlations between the data points are listed
in table 34. The statistical correlations with the trijetamarement as a function éf are listed

in table 38. Further details are given in the caption of t&ble
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Trijet cross sections in bins ofQ? and (Pt )3 using the ky jet algorithm

Bin o 6Stat oSS 6M0de| 6‘] ES 6RCES 6Eé 699 5' D(e) Chad é‘had cew

label [pb] [%] (%] (%] (%] (%]  [%] [%] [%] [%]

lo 4.86-10° 8.9 51 +29 ‘ffz +f‘é§3 _49(').23 _49(')?3 +—Ob.55 0.79 53 1.00
1B 2651 86 45 +18 3% +L0 020 04 405 1085 43 1.00
ly 437-10" 180 84 +67 *4 % L0 03 405 1089 36 1.00
20 328-10° 111 49 -20 &% 33 02 04 405 |78 50 1.00
28 206-10° 92 57 +40 *%8 4 03 02 0S5 1084 44 1.00
2y 428-10' 175 55 -12 48 07+l 07 405 [(0g9 27 1.00
3¢ 346-10° 105 51 -25 12 #3502 02 404 | (78 46 1.00
33 265-1° 80 65 +53 ‘2% 13 07 00 404 [(0g5 37 1.00
3y 507-10! 168 72 -38 55, O7 0«0l 404 | 087 23 1.00
4o 306-10° 112 7.6 -65 0% 433 04 0L 403 1077 41 1.00
4 283-10° 74 7.3 +64 3, L2 08 01 403 | 0g5 36 1.00
4y 686-10% 138 75 +38 80 09 03 +01  +0l | 0g7 23 1.00
S« 3231 98 71 -59 A% By R, %, hy 077 35 103
58 291.10° 7.4 62 +53 L5 #0002 04 413 183 29 103
5y 661-10% 145 145 +135 *48 05 10 00 41l 1 0gg 22 1.03
68 121-10% 379 55 +42 00 Ll #4020 422 [(0g> 08 1.12

Table 11: Double-dferential trijet cross sections measured as a functic@’afnd(Pr)s using
theks jet algorithm. The total systematic uncertaini;’, sums all systematic uncertainties in
quadrature, including the uncertainty due to the LAr nois@d™°s® = 0.9 % and the total
normalisation uncertainty af\°™ = 2.9 %. The correlations between the data points are listed
in table 30. Further details are given in the caption of t&ble
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Trijet cross sections in bins ofQ? and &3 using the kr jet algorithm

Bin o 5Stat ERA 5M0del 6JES 6RCES 6Eg 595 6ID(e) Chad 5had cew
label — [pb] [%] [%]  [%]  [%] [%] [%] [%] [%] [%]

1A 315-10° 114 18.7 +181 ‘30?2 +_4412 +_°1% _30“13 +—()b.55 0.81 6.5 1.00
1B 312.1¢° 10.6 3.8 +22 *L2 #1502 02 404 |(g) 53 100
1C  124-10° 132 7.7 -58 4§ 04 <05 04 404 | (g1 3.7 1.00
2A  187-10° 165 122 +113 95 87 08 04 405 1080 57 1.00
2B 280-10° 107 217 -214 2 i 05 04 405 1081 49 100
2C  974-10' 150 156 +150 *33 ‘06 07 03 404 1080 35 1.00
3A  188-10° 147 16.0 +154 %L 84 +l0 +0l 404 1080 51 1.00
3B 319-10° 93 94 +88 & 2l 00 03 04 1081 45 1.00
3C  148-10° 120 130 -122 3% ‘08 08 +0l 404 1080 3.0 1.00
4A  155.10° 160 10.7 +100 X0 3% 08 04 40l 1080 51 1.00
4B 299-10° 101 109 +104 %4 2L 04 010 404 1081 45 1.00
4C 198-1¢° 9.2 53 -36 +_3311 +Po‘_55 +_O(').13 _49(')?0 +_0(')‘_°‘3 081 3.1 1.00
58 286-10° 94 63 +55 90 L4 0l 06 414 1080 29 1.03
5C 326-10° 7.6 131 +128 43 412 +02 -0l 412 1080 238 1.04
6C 363-101 17.4 355 +353 L0 412 #1860 403 422 1079 11 111

Table 12: Double-dferential trijet cross sections measured as a functio®?éndé&; using
thekr jet algorithm. The total systematic uncertainiy;’, sums all systematic uncertainties in
quadrature, including the uncertainty due to the LAr nois@d™°s® = 0.9 % and the total
normalisation uncertainty af\°™ = 2.9 %. The correlations between the data points are listed
in table 35. Further details are given in the captions of &éiet8.
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Inclusive jet cross sections in bins 0€? and P‘ft using the anti—kr jet algorithm

Bin o gtat  gsys  gModel  SJES GRCES  sE. 56 sD() | chad  ew
label [pb] %] [%] [%] [%] [%] [%] [%] [%]
la 6.99- 10 2.3 29 +08 +_li(.)1 tli_ll 736?3 73(')‘.13 *_%?5 0.93 1.00
13 311-10 3.4 46 +30 *25 06 0S 03 03 10.94 1.00
1y 7.28-1¢° 6.3 6.2 +45 +f’é?4 +_O('):"33 _36?7 _f(').ll +P(')_55 0.93 1.00
16 868-101 16.2 6.9 +44 3 00 02 84 % 093 1.00
20 557-10 2.5 28 +05 05 L 05 03 +0°5 1093 1.00
28 262-10 3.6 44 427 *2E0 04 0S 03 0 021095 1.00
2y 667.1° 64 69 456 34 00 08 05 05 | g4 100
25 885-101 14.2 82 +60 32 &L G2 083 03 1093 1.00
3¢ 5.31-10 2.6 28 +09 08 w0 08 03 %% | 0.94 1.00
38 273-10 3.5 44 +28 *23 04 01 02 04 10.95 1.00
3y 753 1¢° 5.7 51 +238 +_3‘é_57 +_0(.)?1 _86.76 —30.11 +_()0f14 0.95 1.00
3 913-10* 147 84 457 53 0L #0300 *%% 1 0.93 1.00
40  4.63-10 2.9 34 +18 2 08 10 02 404 1094 1.00
4  271-10 3.5 32 412 8 04 07 0L <04 10.95 1.00
Ay 7.85-10° 55 58 +40 +_3‘é§3 +_O('f2 _36.77 ‘3092 +—0('f3 0.96 1.00
45 830-10! 16.3 95 -73 % 8 %% %, %% 093 1.00
50  4.25-10 3.0 34 +21 08 0 02 05 <+l 1092 1.02
586  2.84-10 3.4 33 413 o #0l 0S 06 411 1097 1.02
5 1.07-100 43 44 423 *Z 0L 08 04 L 1096 1.03
56 1.83-10° 9.0 64 +37 ¥4 0L 04 03 +1001095 1.01
6 254-10° 128 34 +14 02 05 02 08 419 1090 1.11
68 1.83-10° 136 38 -14 L7 03 424 406 418 1095 1.11
6y 6.12-10% 209 75 -66 *%3 03 <D 0L +18 10098 1.11
66 272-10' 205 181 -176 *3% 0L 04 02 +18 10098 1.11

Table 13: Double-dierential inclusive jet cross sections measured as a funofi@? and P!
using the antikr jet algorithm. The uncertaintie®?® are identical to those in table 8 and are
not repeated here. Further details are given in the capfitaite 8.
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Dijet cross sections in bins 0fQ? and { Pt), using the anti—kr jet algorithm

Bin o gstat FRA 6Mode| oJES SRCES  sE S0 6ID(e) Chad cew
label [pb] [0] [%] [%] [%] [%] [%] [%] [%]
le 236-100 32 35 +24 02 2 05 04 +05 1095 1.00
1B 143-100 45 52 +41 20 03 03 03 0% 1095 1.00
y 319-10° 67 63 +45 38 02 04 02 405 1094 1.00
16 396-10% 171 74 -51 55, Gl 04 030 405 1094 1.00
20 198-100 33 33 +21 92 L2 04 04 405 1095 1.00
28 115-100 51 39 +24 04 0 03 05 10.96 1.00
2y 282100 71 74 +61 35 %0 oL 083 405 1095 1.00
26 403-10% 163 94 +68 85 0L 405 02 <05 1094 1.00
3¢ 191.100 33 29 +14 03 1L 08 03 <04 1094 1.00
36 1.18- 10 49 46 +33 +_2£3 +—0()‘.14 ‘fo% _36?2 +_()(')f‘4 0.96 1.00
3y 368-10° 56 44 +14 35 0l 04 02 404 1095 1.00
3 287-10% 233 67 -32 5 L 02 02 <04 1095 1.00
40 168-10" 36 26 +11 62 08 03 02 <04 1093 1.00
43 112-100 50 45 +34 1§ 04 G> 0L 404 1096 1.00
4y 371-1°® 56 55 +39 33 02 02 -0l 403 1096 1.00
45 399-10' 182 87 -59 8% Al 02 0L +02 1094 1.00
50 154-10* 3.8 28 +10 %3 04 405 04 412 1092 1.02
58 1.33- 10" 43 43 +32 +—1i.56 +—()b.22 _36.32 _36.54 +_11'11 095 1.02
5 471-1°® 51 56 +44 *25 02 03 03 41l 1097 1.03
55 880-10% 105 7.0 +47 47 0L 00 -0l 4101096 1.01
6 832-10' 176 4.2 +28 +fé§1 +_0(')‘_54 +f(')'14 _30.58 +_22_11 091 111
68 7.02-10" 199 44 432 L 04 408 02 4191094 111
6y 425-10%' 150 49 -32 ‘3l 02«03 06 419 1096 1.11
66 124-10% 270 83 -73 *22 0L w04 0L 1B 1097 111

Table 14: Double-dferential dijet cross sections measured as a functi€@?afnd(P5), using
the anti-kr jet algorithm. The uncertaintie$ are identical to those in table 9 and are not
repeated here. Further details are given in the captionbdd &
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Dijet cross sections in bins 0ofQ? and &, using the anti—kr jet algorithm

Bin o gt gsys  gModel  SJES SRCES  sE. g0  sDE) | chad  cew
label [pb] %] [%]  [%] [%] [%] [%] [%] [%]
la 216-10" 3.0 95 490 19 +t4 0L 03 05 | 0.96 1.00
1b 186-10' 3.1 43 +32 +—li?5 o +—Oc').35 03 +_Odr’5 0.95 1.00
1c 608-10° 6.5 91 -85 23 02 02 02 +0° 10.92 1.00
1d 175-10° 8.9 7.7 +65 +_33.15 ‘_0(')90 ‘f(')f‘g ‘f&‘z +—()b_55 0.90 1.00
2a 146-10* 53 103 +100 *9% 2z OL 04 #0351 0.96 1.00
2b  164-10' 3.3 39 +26 1% L0 +_°(')_76 03 +_0(')"r’5 0.95 1.00
2c 584-10° 6.0 42 +26 23, 03 0L 03 +0° 10.93 1.00
2d 163-10° 8.8 6.3 +49 +_3£‘8 _36(.)2 _491.73 ‘354 +_Oo_55 091 1.00
3a 114-10' 4.0 9.2 +89 %L i 02 02 404 1095 1.00
3b  184-10* 2.8 43 433 2 08 +_(’(')f‘5 s +_0(')"r’5 0.95 1.00
3 783.1° 46 34 16 L& <03 03 02 404 | 093 100
3d 196-1¢° 7.8 59 -43 +_33?3 _36.10 ‘f& _3041 +—0()‘.14 0.92 1.00
4a 521-10° 75 44  +37 % % % %L % | 094 1.00
4b 181-10* 3.0 41 431 4 08 403 0L +04 10.95 1.00
4c  116-10' 35 70 +64 13 405 406 0L +04 1094 1.00
4d  241-10° 7.4 149 +144 32 0L 03 0D *%% 1 0.93 1.00
5p 913-1¢° 34 41 431 %% % % % AL | 094 101
5¢c 173-10' 2.7 87 +82 08 w0 405 03+l 1094 1.02
5d 112-10 29 105 +101 +—li.33 +_0(‘f'3 ‘_0(')92 _49(')4.13 +—1i.11 0.93 1.03
6d 187-10° 7.1 84 +7.8 *_%8 *_053 *_Ofo 73(')‘.12 *_li?g 093 1.11

Table 15: Double-dferential dijet cross sections measured as a functio@’éndé, using
the anti-ky jet algorithm. The uncertaintie®'® are identical to those in table 10 and are not
repeated here. Further details are given in the captionbbé tHO.
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Trijet cross sections in bins ofQ? and (Pt )3 using the anti—ky jet algorithm

Bin o (5stat FRA 6Mode| 6JES 5RCES 6Eé 695 5ID(e) Chad cew
label [pb] %] [%] [%] [%] [%] [%] [%] [%]
lo 4.21-10° 8.9 71 456 08 w34 02 04 404 1075 1.00
1 257100 82 60 +44 2 Mz G4 04 051078 1.00
ly 310-10% 240 192 +184 *48 04 -tz +0L +0° 10.81 1.00
20 312-10° 10.0 6.1 +43 %5, *_33% ‘f&s s +—()d.55 0.74 1.00
28 177-1@ 9.7 6.2 +48 25, 2 04 03 05 10.78 1.00
2y 411-10% 176 94 478 +f’é?4 Jﬂﬁ ++1(')§0 _36,78 +_0(),55 0.81 1.00
3¢ 3.39-10° 9.2 51 +30 %f 33 04 00 +04 1073 1.00
38 211-1@ 8.7 9.0 +82 2% +l4 04 -0l 404 10.78 1.00
3y 536-10% 148 6.7 +23 3 0L L4 0L 04 1080 1.00
4 256-10° 110 38 -08 X 2 % % %% | 073 1.00
4  2.49-10° 74 100 +93 *3 Ll 08 0% %% | 0.78 1.00
4y 653-10" 140 12.0 +101 *38 0% 02 01+l 1080 1.00
S5a 262-10° 10.2 39 -12 _+1i.32 +_1é§1 +—1(5.l7 _36?3 +_1'1"14 0.71 1.03
56 2.58-10° 7.4 88 +82 +—li§6 +_1‘1_20 _fb,lz _30?4 +_1‘1% 0.77 1.03
5y 564-10" 186 232 +226 5 %L My &L 3L 1079 1.03
68 130-10% 331 114 +108 *}2 #4409 -0 422 1 0.74 1.12

Table 16: Double-dferential trijet cross sections measured as a functic@?afnd(Py); using
the anti-kr jet algorithm. The uncertaintie®' are identical to those in table 11 and are not
repeated here. Further details are given in the captionobd thl.
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Trijet cross sections in bins ofQ? and &3 using the anti—kr jet algorithm

Bin o 6stat ERA 6M0de| 6JES 6RCES 6E’e 599 §ID(e) Chad cew
label [pb] %] [%] [%] [%] [%] [%] [%] [%]

1A 271-10° 115 183 +177 ‘30_22 +_4399 +_0(')_59 "f(')‘_‘s +P(')_55 0.76 1.00
1B 3041 9.0 14.0 +137 +—li.24 +—1i.66 _36.23 _36.32 +—0(')A.14 0.76 1.00
1C 100-1¢° 135 16.2 -154 *_“fs iy +—°ﬁ)§6 oL e 1074 1.00
2A 168-10° 16.6 17.8 +172 +_0(')(_32 +_4£5 o _fo‘_‘4 +_0(')_55 0.75 1.00
2B 256.1° 97 125 4121 09 16 0L 03 <05 | 076 100
2C 813-10' 147 46.8 -466 *_45'2 +—O(').77 *_li% 73()?3 *_0(‘)?'4 0.74 1.00
3A  147-1¢° 16.1 195 +190 _36.21 tgé,?z e +Bb(.)o +P()[.14 0.75 1.00
3B 307-1C 8.4 182 +179 tlb% +_2292 +_Ob_21 _36.23 +_00"14 0.76 1.00
3C 114-1¢° 11.7 11.0 -101 +_3ﬁ +_00§5 +—()b.24 ‘fdlo +_0('J"14 0.74 1.00
4A  128-10° 159 171 +167 %, 33 6 083 +02 1073 1.00
4B 268-1¢° 9.4 200 -197 +P{)fr)1 +3290 +_0(')§5 +Bb.11 +f)(')‘_14 0.76 1.00
4C 166- 10° 9.1 171 -166 +_3é_14 +Po?8 +Pc'>.55 "_0(')_10 +—()0.33 0.75 1.00
5B 252.10° 9.1 9.2 +87 ‘3692 +_1'1'34 +—0(')‘.12 _36.56 +—li[.14 0.75 1.02
5C 288-1¢ 71 516 -516 *13 L2 #0401l +12 1075 1.03
6C 304-10! 178 928 -927 +_0(')§4 +}0?9 L Jf('fl +_22_33 0.73 111

Table 17: Double-dferential normalised trijet cross sections measured asaifumof Q? and
&3 using the antiky jet algorithm. The uncertaintie®2 are identical to those in table 12 and
are not repeated here. Further details are given in thearapfitable 12.
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Normalised inclusive jet cross sections in bins of? and P‘ft using the kr jet algorithm

Bin o/oNG gstat 5SYs 6M0de| Y ES 6RCES 6E’e S0 Chad 5had
label [%]  [%] [%] [%] [%] [%] [%] [%]
le 163-10 27 1.1 -06 08 03 04 01 | Q3 2.2

-0.8 -0.3 +0.3 -01

1B 716-102 41 30 +20 2%, 0L 01«02 |gg97 17

2 3.0 -0.3 -0.4 0.3
ly 187-102 64 42 +29 30 03 04 403 |gg5 1]

1§ 210-10°% 153 119 +109 #3505 01 402 1 (o5 0.7

-4.9 +0.6 -05 -05
2¢ 173-100 29 17 -12 05 06 06 401 1093 21

844-102 41 33 424 20 02 07 02 1097 17

221-102 6.6 52 +41 +fé?0 _36?4 —f(.fs +—()6.12 0.97 1.3

270-10° 152 63 +39 53 O1 00 402 g9 12

190-101 3.0 1.4 +06 04 06 -10 +01 1 (93 15

-05 -0.6 +0.7 -0.1
101-100 40 30 +22 L9 0L 010 402 lgg7 11

254.102 6.8 36 +14 +§é(,)z _49(),22 _+lc'>(.)6 *_06?’7 0.97 0.9

320-10°% 15.1 6.3 -37 % 04 08 403 1 (g5 0.5

52 401  -03  +00
223-101 3.2 1.6 +05 0% +_0(')“r’5 ki 001 0.93 1.2
123.100 41 17 403 ‘%4 02 06 <01 |gg7 10
363-10% 6.1 41 +25 33 00 08 0L |0.97 0.5
390-10°% 165 112 -99 L % 00 93 1 0.96 0.4
241-101 34 1.2 +05 05 04 06 00 10.92 0.9
159-101 3.9 1.7 -09 i 01 06 02 10.97 0.5
596-102 4.8 26 +10 *_2223 *_Oo'll :2{7 +—()d.11 0.97 0.4

114-102 85 43 409 *43 00 05 403 |ggs 03

304-101 145 59 -58 02 03 -1l 00 1091 06

204-10' 16.3 29 -25 +_1(';_)6 +f(')_10 ‘ffg _36_15 0.96 0.6

784-102% 215 157 -156 *I7 w02 -07 02 1 099 11

22RZ2YLILITELTHE LT LYY

-14 -0.3 +0.6 +0.3
361-102 195 224 -223 34 00 02 +03 | 0gg 0.8

Table 18: Double-dferential normalised inclusive jet cross sections measaseaifunction of
Q? and P’ft using theky jet algorithm. The total systematic uncertainiy’, sums all systematic
uncertainties in quadrature, including the uncertaintg thuthe LAr noise ob-A™°se = 0.5 %.
Further details are given in the caption of table 8.
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Normalised dijet cross sections in bins 0€? and (Pt ), using the kt jet algorithm

Bin o/oNeG sstat oys 6M0de| 5J ES (5RCES 5E’e St Chad 6had
label (%] [%]  [%] [%] [%] [%] [%] (%]
le 542-102 36 1.8 +15 02 06 05 0l 1094 20

+0.1 -0.5 +0.3 -0.2

13 313-102% 5.8 3.1 +26 +_li‘_15 _49(')‘.14 _36.13 +—()6.21 097 14

1y 830-10° 6.6 50 +33 ‘3 0 04 03 |ggg 10

16 100-10° 16.4 87 +72 0 06 06 03 199 1.2

-4.5 +0.8 -0.4 -0.6
20 571-102 40 18 +14 93 08 04 401 Qg4 17

392.102 55 2.6 +16 ‘L& 02 07 402|098 16

930-10% 7.4 44 +30 3 05 02 +02 1097 10

120-10% 181 125 +115 38 08 01 401 |gg5 19

666-102 39 14 +06 05 08 05 0l 93 13

411-102 61 34 +28 *L0 00 08 01 1098 0.9

1.38-102 5.9 31 +05 *2° 03 04 402 1 (97 (0.8

-31 +0.3 +0.1 -04
130-10% 205 95 -80 "4 04 02 401|096 04
761.102 41 13 -07 %4 o1 02 401 1ggy 17
495-102 63 30 +25 3 01 05 40l 1097 09
167-102 62 31 +13 27 0L 03 401 |ggg 05

170-10% 204 66 -42 *45, 02 03 402 095 03

827-102% 44 1.8 -12 0 +05 406 401 1 092 (0.6

+10 05 -05 -01
7.37-102 5.1 16 +10 *_lfo +_o(.)‘11 73()?4 Td?o 0.96 0.3
266-102 54 39 +33 *3290 t%% _361.15 *f’d_ll 098 0.4

530-10° 103 43 +09 2 00 05 403 |99 0.7

853-102 229 51 -49 08 #0105 402 1 989 0.2

+1.3 -0.5 -0.9 +0.4
988-102 200 72 +68 32 02 07 0L 1095 05
408-102 192 70 -68 9% 02 05 091097 08

2P2RLLILILELTELTLLELRYR

172.102 267 98 -96 25 00 12 413 |ggg 10

Table 19: Double-dferential normalised dijet cross sections measured as @idanaf Q? and
(P1)2 using theks jet algorithm. The total systematic uncertaingy®s, sums all systematic
uncertainties in quadrature, including the uncertaintg thuthe LAr noise ob6-A™°s¢ = 0.6 %.
Further details are given in the caption of table 9.
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Normalised dijet cross sections in bins 0€)? and &, using the kr jet algorithm

Bin oJoNe stat  ssys  gModel  GJES SRCES 4sE. g6 | chad  ghad
label [%] [%] [%] [%] [%] [%] [%] [%]
la  472-102 42 67 +65 08 L0 02 0l 1094 21
b 423.102 34 31 +27 08 08 402 403 1094 17
lc 139-102 7.0 27 +17 *3L 92 +02 <0l 1094 13

1d 460-10° 88 69 +60 *3L 06 L7 403 10992 (07

2a  459-102 49 37 +35 03 09 400 402 1994 138

-0.4 -0.9 +0.1 -0.1
2b  499-102 35 25 420 96 07 406 0l | (094 17
2c  195-102 63 24 -10 *20 02 <03 402 1994 11

2d 540-10% 94 59 452 &, 06 1l <0l 1093 (06

3a  410-102 41 43 +42 03 09 02 401l 1993 14

-0.3 -0.9 +0.1 -0.1
3b  640-102 30 25 421 05 <07 05 40l | (094 12
3c 202-102 46 21 -12 5 01 +03 402 | 094 09

3d 720-10° 83 40 +27 3% 04 06 -0l Qg4 (04

4a  234-102 77 73 +72 0ot 07 404 00 1 0Q2 14

-0.3 -0.8 -0.4 -0.0
4b  814-102 32 38 +36 03 06 0l 401 | 993 12
4c  511-102 37 20 -14 0 <04 <07 40l 1094 08

4d 108-102 8.2 54 +47 +_22§7 _49(').11 _3694 +f)o?1 0.95 0.5

50 494-102 36 21 +19 03 +05 -0l 400 | 992 (0.5

-05 -06 +01 -01
5c 952-10% 29 11 +04 9%, 9% %L %L 1093 05
5d  625-102 29 1.9 +14 #0603 02 40l 1094 04
6d 217-10! 67 23 +22 +_%% +_O(f4 ‘_0(')'12 ‘%’1 0.93 0.8

Table 20: Double-dierential normalised inclusive dijet cross sections mesas a function of
Q? andé, using theky jet algorithm. The total systematic uncertaini§’s, sums all systematic
uncertainties in quadrature, including the uncertaintg ttuthe LAr noise o6-A™°s¢ = 0.6 %.
Further details are given in the caption of table 10.
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Normalised trijet cross sections in bins 0fQ? and ( Pt )3 using the kt jet algorithm

Bin o /one sstat §S¥s  gModel  SJES  SRCES  sE; St chad  shad
label []  [%] [%] [%] [%] [%] [%] [%]
le 112-102 89 38 +21 13 +28 02 403 | 079 53
13 610-10° 86 31 +11 *28 03 402 400 | 0g5 4.3
y 100-10° 18.0 7.3 +58 4l 03 09 408 089 3.6
20 103-102 111 46 -29 1% 21 02 400 1078 50
28 650-10° 92 45 435 25 <08 03 403 | 0g4 44
2y 140-10°% 175 49 22 +—4£1£.11 +_%% +_1(.).13 _36.20 0.89 2.7
3¢ 126-102 105 47 -29 & 32 02 0L 1078 46
3 960-10° 80 55 +48 20 08 07 04 | Qg5 37
3y 180-10° 168 7.0 -45 4 03 -0 +0471087 23
4o 140-102 111 82 -75 L5 3L 04 0L 1077 41
43 129-102 7.4 58 +53 *i8 410 08 402 1 0g5 36
4y 310-10° 138 6.2 +28 %4 06 02 403 10g7 23
5¢ 180-10° 98 7.5 -68 3L 8 12 021077 35
5 162-102 74 40 +36 ‘3% 08 04 +00 10.83 29
5y 370-10° 145 126 +117 *43 04 -l 405 1086 2.2
66 141-102 378 24 +19 %5 L 09 0l ) 082 0.8

Table 21: Double-dierential normalised trijet cross sections measured asdaifumof Q? and
(Pr)s using thekr jet algorithm. The total systematic uncertaing®s, sums all systematic
uncertainties in quadrature, including the uncertainty thuthe LAr noise of-A™°s¢ = 0.9 %,
Further details are given in the caption of table 11.
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Normalised trijet cross sections in bins ofQ? and &; using the kr jet algorithm

Bin o /oNG stat  ssys  sModel  JES  sRCES  sE. sle | chad  ghad
label [%] (%] [%] (%] [%] (%] [%] [%]
1A 7.30-10° 114 179 +174 08 #3705 01 1081 6.5
1B 720-10° 10.6 23 +15 08 +Ll 02 403 1081 53
1C  290-10° 132 7.7 -64 *42 0L 405 0l | 081 37
2A  590-10° 165 11.3 +107 ‘%% ‘34 0% <0l 1080 57
2B 880-10° 10.6 220 -219 ‘07 #1308 401 | (g1 49
2C  310-10° 150 149 +145 35 +03 07 01 1 (g0 35
3A  680-10° 146 152 +147 %5 32 +10 <04 10go 51
3B 116-102 93 84 +81 ‘0L +19 400 400 1081 45
3C 540-10° 120 134 -130 ‘3% 07 408 404 1 (g0 3.0
4A  710-10° 160 9.7 492 L4 22 0B 02 1080 5.1
4B 136-107 101 97 +94 90 +20 403 +03 1081 45
4C  910-10° 92 50 -41 ‘% 05«0l 400 1 0Bl 31
5B 159-102 9.4 4.4 +41 _3644 +_11z'13 _36(.)2 _J?d,lz 0.80 29
5C 181.102 7.6 115 +113 ‘09 +12 0l +04 1 (g 2.8
6C 423-102 17.1 326 +325 05 +13 10 408 1079 11

Table 22: Double-dferential normalised trijet cross sections measured as @ifumof Q?
and é&; using thekr jet algorithm. The total systematic uncertaingy’>, sums all systematic
uncertainties in quadrature, including the uncertaintg thuthe LAr noise ob-A™°s¢ = 0.9 %,
Further details are given in the caption of table 12.
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Normalised inclusive jet cross sections in bins a®? and PjTet using the anti—kr jet algorithm

Bin o/one gtat  gsys  gModel  sJES sRCES  gE. sl chad
label [%] [%] [%] [%] [%] [%] [%]
lo 161-100 23 12 -06 *97 4 05 0L 0.93
1B 717-10%2 34 33 423 2L 0L 05 402 0.94
ly 168-102 63 49 +36 ‘34 03 03 04 0.93
16 200-10° 16.2 6.4 -44 +_44_55 ‘3075 ‘_0(')?’3 +_O§’5 0.93
20 175-10%' 25 13 -08 05 06 06 402 0.93
28 824-102 36 31 421 *2L 0L 06 0L 0.95
2y 210-102% 64 56 +46 *3 O 08 0O 0.94
25 280-10° 14.1 7.0 +5.0 *_44?7 7:)()‘.‘7 ’f(')g *_O(')g 0.93
3¢ 193-100' 25 12 -01 4 <07 08 400 0.94
38 990-102 34 28 +18 *L3 0 08 02 0.95
3y 273.102%2 57 3.8 +19 +_33_12 100,22 _36.77 +_0(')‘_°‘3 0.95
35 330-10% 147 75 453 % 03 403 04 0.93
4o 211-100 28 16 +07 06 <06 10 400 0.94
48 123-101 35 1.6 +03 *13 02 07 +0L 0.95
4y 358-102 55 42 429 *3% 0L 06 402 0.96
45 380-10° 163 96 -82 53 03 00 403 0.93
S¢ 236-100 30 10 +04 05 04 03 00 0.92
5 158101 34 16 -06 *13 L 07 0L 0.97
5y 596-102 43 25 408 23, 0L 08 ol 0.96
5 102-102 90 46 +19 "L 00 06 02 0.95
6c 296-100 126 22 -20 03 05 08 05 0.90
68 213-101 133 44 -39 <Ll 02 418 409 0.95
6y 7.13-102 20.7 85 -84 +_1f3 +_Od?2 +fb‘.15 +fb?2 0.98
66 318-102 203 200 -199 2L 0L 02 0l 0.98

Table 23: Double-dferential normalised inclusive jet cross sections measased function
of Q% and P*' using the antikr jet algorithm. The uncertaintie¥® are identical to those in
table 18 and are not repeated here. Further details are githe caption of table 18.
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Normalised dijet cross sections in bins 0Q? and ( Pr), using the anti-kr jet algorithm

Bin o/one sstat 5SS sModel  SIES  SRCES  sE. 50 chad
label %] [%] [%]  [%]  [%] [%] [%]
le 545-102 31 20 +18 % %5 05 0L 0.95
18 331-102% 45 3.7 +32 +_1178 _P(')?s _f(')?s +_0(')i 0.95
ly 740-10% 6.7 52 +38 33 0 04 403 0.94
16 900-10% 171 75 -59 72 0% 04 402 0.94
20 623-102 33 1.8 +15 %2 08 05 0L 0.95
28 360-102 51 26 +19 5 oL 08 402 0.96
2y 890-10% 71 61 +52 B2 G 02 402 0.95
26 130-10°% 163 82 +58 824 Oh 05 403 0.94
3« 694-102 33 14 +09 53 T 08 0L 0.94
38  429-102% 49 3.0 +24 +_1fg *_0(‘)'11 ‘fo% +_Od11 0.96
3y 133-102 56 32 +09 *3% %2 04 402 0.95
3 100-10°% 233 62 -36 ‘5L %3 02 0L 0.95
40 769-10%2 35 10 +04 5L 08 03 400 0.93
43 511-102 50 28 +23 2 02 05 0L 0.96
4y 169-102 55 38 +28 *3 Ol 02 0L 0.96
45 180-10° 182 87 -68 ‘%% & OL 03 0.94
50 854-102 38 14 -08 %8 03 04 +OL 0.92
5 7.38-10% 43 19 +14 *0 02 04 00 0.95
5y 262:102 50 34 427 *305 02 05 402 0.97
56 490-10°% 105 51 +29 *43 00 02 404 0.96
6 970-102 174 12 +04 oL 05 -0 02 0.91
68 819-102 197 1.7 +15 05 04 402 40 0.94
6y 496-102 148 53 -50 ‘5 02 03 03 0.96
66 145-10% 269 101 -98 23 Ol 02 402 0.97

Table 24: Double-dferential normalised dijet cross sections measured as éidanaf Q? and
(Pr), using the antik; jet algorithm. The uncertaintie®® are identical to those in table 19
and are not repeated here. Further details are given in fhteoaof table 19.
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Normalised dijet cross sections in bins 0€? and &, using the anti—ky jet algorithm

Bin o/oNne gtat  gsys  gModel  SJES  RCES  sE. 5t chad
label [%] [%] %] [%] [%]  [%] [%]
la 500-102 3.0 85 +84 07+l 01 402 0.96
b 430-102 31 30 +26 99 07 08 02 | (o5
lc 141-10% 65 92 -90 *Y9 02 0L 403 0.92
1d 410-10% 89 67 +59 3 04 L4 40L 0.90
2a 461-102% 5.2 9.1 +9.0 +—O(')§2 *_0(')99 —30.12 +_0('110 0.96
2b  517-102 3.3 25 +20 *_O(')?g +—0()?7 *_O(‘fe +_o(.).11 0.95
2c 184-102 60 26 +17 *§8 00 40l 402 0.93
2d 520-10° 88 52 +43 %% 03 08 408 0.91
3a 414-102% 4.0 8.0 +80 +_0('f3 *_0698 _49()_22 +_%é 0.95
3b  669-102 28 29 +26 ‘9L 0T 04 400 0.95
3c 284-102 46 29 -25 -t 0L 403 402 0.93
3d 710.10% 78 57 -49 28 03 08 0L 0.92
4a 238-102 75 33 +31 ‘9% 0T 05 0L 0.94
4b  826-102 3.0 24 422 08 407 403 +OL 0.95
4c  528-102 34 6.0 +58 ‘0% 04 06 0L 0.94
4d  110-102 7.4 139 +136 *38 00 04 02 0.93
5b 507-10% 33 1.7 +14 % 05 oL 00 0.94
5c 960-102 27 68 +67 05 05 08 402 0.94
5d 624-102 28 85 +84 09 08 -0l s0L 0.93
6d 217-10' 6.7 49 +48 02 04 402 0L 0.93

Table 25: Double-dferential normalised inclusive dijet cross sections messas a function
of Q% andé, using the antik; jet algorithm. The uncertaintie$® are identical to those in
table 20 and are not repeated here. Further details are mivhe caption of table 20.
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Normalised trijet cross sections in bins 0fQ? and { Pt )3 using the anti—kr jet algorithm

Bin o /oG sStat  ssys  gModel  sJES GRCES  gE. bk chad

label %] [%]  [%] [%] [%] [%] [%]
la 970-10°% 89 5.8 +438 _+1j..10 +_2371 1%% +_0(')'12 0.75
18 590-10° 81 48 +38 ‘2% 06 w04 .0l 0.78
ly 7.00-10% 240 180 +175 *44 04 -1z <06 0.81
20 980-10° 100 48 +33 10 3L 02 sl 0.74
28 560-10° 97 51 442 39 01 05 02 0.78
2y 130-10° 17.6 8.0 +6.9 *_43?0 Jj?oé ++ldjr’0 ‘fé% 0.81
30 123102 92 40 +20 2 2% 04 <08 0.73
3 760-10° 86 7.8 474 20 10 05 403 0.78
3y 190-10° 148 57 +16 +_5§_11 +_°(').14 _+l(‘)£.14 +_()(')f19 0.80
4 117-102 110 36 -19 L5 24 03 oL 0.73
48 113-102 7.4 86 +82 ‘22 18 08 402 0.78
4y 300-10° 140 105 +90 52 04 02 0L 0.80
5e  146-102 102 34 -20 L il w09 w02 0.71
58 144.102 7.4 67 +64 Ll +il 02 02 0.77
5y 310-10° 186 21.3 +208 ‘4L 08 13 <03 0.79
6 152.102 330 91 +90 *08 4 03 02 0.74

Table 26: Double-dierential normalised trijet cross sections measured asdaifumof Q? and

(P1)3 using the antiky jet algorithm. Further details are given in the caption dfi¢s21. The
uncertainties" are identical to those in table 21 and are not repeated harthdf details are
given in the caption of table 21.
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Normalised trijet cross sections in bins 0fQ? and &; using the anti-ky jet algorithm

Bin o /oG gt  gsys  gModel  GJES SRCES  sE. gt chad
label (6] [%]  [%] %] [%] [%] [%]

1A 630-10° 115 175 +17.1 05 =+ +05 0l | g7g
1B 700-10° 9.0 132 +131 +_O(‘)?9 +—li.22 ‘30_24 +_O(‘)_22 0.76
1C  230-10° 135 164 -159 38 0L 405 04 | (074
2A 530-10° 166 167 +163 ‘0L +37 w0l | 75
2B 810-10°% 9.7 113 +112 ’ﬂ'{‘G +—1i.33 +_0(').12 +_O(')'12 0.76
2C  260-10° 147 476 -474 *40 04 40 00 | 074
3A 530-10° 161 184 +181 07 +35 +4 w04 | (75
3B 112.102 84 17.2 +170 07, e 402 402 | g7g
3C  420-10° 117 113 -108 “*&% 04 02 03 | (74
4A 580-10° 159 163 +161 09 22 10 -0l | 73
4B 122.102 94 200 -199 ‘09 #2005 403 | 76
4C  760-10° 91 173 -170 ‘&l 06 04 w0l | (75
5B 140-102 91 7.7 475 0% 13 403 w00 | 75
5C  160-102 7.0 528 -528 <10 12 02 03 | 75
6C  352.102 17.5 947 -946 03 13 406 03 | 073

Table 27: Double-dferential normalised trijet cross sections measured asaifumof Q? and
&3 using the antiky jet algorithm. The uncertaintie®2 are identical to those in table 22 and
are not repeated here. Further details are given in thearapfitable 22.
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Inclusive jet as function of Q?and P’f‘
lo 18 1y 16 20 28 2y 26 3a 38 3y 35 4a 48 4y 45 52 58 5y 56 6a 68 6y 66

100-20-11 -2 -14 2 1 1
100 2 -1 4 -13 2
100 6 1 -13 -1 2 1
100 -14 2 1 1
100-21-10 -2 -11 2 1 -1 -1
100 2 -1 3 -10 -1
100 7 1 1 -12 -1
100 -11 -1
100-23-12 -2 -8 1 1 -1
100 2 2 -8
100 5 1 1 -8 -1
100 -8

100-22-11 -2 4 1
100 -1 -2 1 -4

Inclusive jet as function of Q?and P"Tet

2PRLYILLEL LT QPR BDYRBPELSEE

100 5 1 -4
100 -5
100 -24 -12 -2 -1
100 1 -2 -1

100 3 -1
100 -2
100 -21 -15 -3

100 -1
100 -2
100

Table 28: Correlation cdicients between data points of the inclusive jet measuremeat
function of Q2 and P’ft. Since the matrix is symmetric only the upper triangle isegivThe bin
labels are defined in table 7. All values are multiplied by@daof 100.
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Dijet as function of Q%and (Pr),
lo 18 1y 16 2a 28 2y 25 3a 38 3y 36 4a 48 4y 45 5a 58 5y 55 6a 63 6y 66

1a[100-44 11 3 -3 6 -2 11 -1 9 8 2
18| 100-36 -9 7 -13 5 1 -1 2 -1 1 1
1y 100 6 -1 4 -14 102 1 1 1
16 100 1 -14 2 1 1
2a 100-44 10 2 -4 6 -1 4 1 4 1 1
25 100-34 -8 7 -11 4 1 1 -1 2 -1

2y 100 2 -1 4 -12 -1 -1

d 26 100 1 1 -11 1 -2 11

e 100-47 11 3 -3 5 -1 4 1 1

g 3B 100-34-10 5 -8 3 1 1

O3y 100 2 -1 3 -8 101 -1

5 35 100 1 -9 -1

S da 100-45 11 3 -1 3 1

S 48 100-36-11 3 -4 2 1

3 4y 100 4 2 5

@ 45 100 1 -6 11

3 50 100-46 10 2 1 1

a8 5 100-35 -8 1 -1
5y 100 -3 1 -1 -1
56 100 1 2
6a 100-41 7 2
63 100 -36 -9
6y 100 -13
66 100

Table 29: Correlation cdBcients between data points of the dijet measurement as adoruf
Q? and({Pr),. Since the matrix is symmetric only the upper triangle igivThe bin labels are
defined in table 7. All values are multiplied by a factor of 100
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Trijet as function of Q%and (Pr)3
la 18 1y 20 28 2y 3a 38 3y 4a 48 4y 5a 58 5y 68
100-37 9 1 2 14 4 1 12 -3 1 12 -3 1 -1
100-26 1 8 2 3 7 -2 -3 5 -1 -3 6 -1 2

100 2-111 -2 5 1 -1 3 -1 3
100-35 8 2 1 11 -3 1 10 -2 -1
100-24 1 -5 2 -3 6 -1 -2 6 -1 2

100 2 -8 -1 3 -1 3

100-37 10 3 1 10 -3 1 -1
100 -29 2 1 -2 7 -1 2
100 1 -5 -1 3
100-35 9 5 -1 -1
100-27 -1 3 2
100 1

100-35 9
100-28 2
100
100

Trijet as function of Q%and (Pr)3

RILLTETLELLLLPRPERE

Table 30: Correlation cdBcients between data points of the trijet measurement asciidunn
of Q% and(Pr)s. Since the matrix is symmetric only the upper triangle isegivThe bin labels
are defined in table 7. All values are multiplied by a facto00.

Dijet as function of Q%and (Pt ),
1o 18 1y 16 2a 282y 25 3a 38 3y 36 4a 48 4y 45 5a 58 5y 56 6a 63 6y 66
10|35 1 -2 5 1
18-625-1 -1 1 -3 1
1y|-1 -348 1 -6 1
6] 1-671 -10 1
2a|-5 34 -1 -4 -1 -1
5, 281 -4 7271  1-3 -1
a2y 7 -1-349-2 1-6 1
2 2 1-11 -1-169 1-7 -1
cg 30| 1 51 351-1 -3
538 1 1 -3 625 -2 -2 -1
S 3y 1 1-7 -1-551-1 5 -1 -1
3 35 2 8 -1-366 -6 1
S 4a 11 31 3B -1 -2
“é 43 1 -2 625-1-1 -2
5 4y 4 -1-248-3 -3
o 40 -1 61-1-170 1 -4 1
2 5a| 1 -1 -2 321 -1
2 5 -1 1 21 -724-1
€ 5y 1 1 -1 31 -1-450-2 -1
56 1 1 1-1 -4 873 2
6a 302 -2-1
65 821 -2
6y -1 -3-344-7
66 -1 -2-266

Table 31: Correlation cdcients between data points of the inclusive jet measurea®iat
function of Q? and P‘ft and of the dijet measurement as a functionQfand(P;),. The bin
labels are defined in table 7. All values are multiplied bycdaof 100.
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Trijet as function of Q%and (Pr)3
la 18 1y 2a 283 2y 3a 38 3y 4a 48 4y S5a 58 5y 66
112 1 -2 -1 -1
1012 1 -3 -2 -1 -1 -2
-61812 1 4 -2 -1 -1 -2
2
1

55

2 -418

-2 10 -2
-3-2 1013-1-1 -
1-3-2-616161 -

-2 12

12 -1
-1 1-3-2-715 12 -1
-1 1-32-723 1-3 -2
3

Inclusive jet as function of Q*and P‘ft

2PRRPUILLLELERELPRLRLORYRRES
oo 0

Table 32: Correlation cdicients between data points of the inclusive jet measurea®iat
function of Q? and F"Tet and of the trijet measurement as a function@fand(Pr)s. The bin
labels are defined in table 7. All values are multiplied byadaof 100.
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Trijet as function of Q%and (Pr)3

la 18 1y 2a 283 2y 3a 38 3y 4a 46 4y 5a 58 5y 68

13-7 2 -2
516-5 -2
-41221 1

1
31 -1
3-31 -1
1 -4

-1

1-1

=
1
N
w
1
[e¢]
N
o

-1

Dijet as function of Q?and (Pr),

2PRLEILLELELLYLPRLRYRPELEE

-1 4 16 -5
1-2-1-41118
1-22-511
-10
22
-1-1 4
-1-5

1-1-11-1 1-1

-1 -1

Table 33: Correlation cakicients between data points of the dijet measurement as éduanc
of Q% and(Py), and of the trijet measurement as a functior@fand(Pr)s. The bin labels are
defined in table 7. All values are multiplied by a factor of 100
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Dijet as function of Q%and &,
la 1b 1c 1d 2a 2b 2c 2d 3a 3b 3c 3d 4a 4b 4c 4d 5b 5c¢c 5d 6d
14100 -35 2 -23 -14 1 3 3 3 -1
1h  100-39 14 5 -10 4 -1 4 -1 1 3 1 3 -1 2
1¢ 100 -25 5 -10 3 -1 3 -1 1 2 -1 2 -1
1d 100 3 -1 3 -14 ‘102 1 1
2a 100 -22 13 -22 2 10101 -1 -1 -1
W 2b 100-38 8 5 -7 3 -1 1 3 -1 4 -1 1
2 2¢ 100-26 -2 4 -7 3 1 -1 2 -1
<\g,2d 100 -3 -1 3 -10 1 11
5 34 100-33 15 -7 6 2 -2 -2
< 3b 100-34 9 2 -3 1 6 -1 1 1
% 30 10027 -1 3 -3 1 4 -1 -1
€ 3d 100 1 2 5 1
» 4a 100-13 12 -17 3 -2 1
g4b 100-29 -9 4 1
= 4c 10020 3 6 -2 -1
4d 100 -2 1
5b 100 -16 21
5¢ 100 -24 -3
5d 100 14
6d 100

Table 34: Correlation cdBcients between data points of the dijet measurement as éduonc
of Q% andé¢,. Since the matrix is symmetric only the upper triangle isegivThe bin labels are

defined in table 7. All values are multiplied by a factor of 100

Trijet as function of Q%and &;
1A 1B 1C 2A 2B 2C 3A 3B 3C 4A 4B 4C 5B 5C 6C
1A[100-35 12 -5 2 -1 11 -3 6 2 1 3 2 1
1Bl 10043 3 8 1 2 6 -1 -1 6 -1 8 -5 -2
g1c 100 4 -8 1 -1 2 1 3 -2 6 3
T2A 10033 9 4 1 1 5 -2 1 2 1
8 2B 100-43 3 -7 3 -1 6 -1 6 -3 -2
O 2c 100 -2 5 -6 1 3 -2 6 3
S 3A 100-37 8 -4 1 -1 -2
&3B 100 -36 2 8 -2 -2
S 3c 100 -1 2 -2 5 3
2 4A 100 -39 11 1
@ 4B 100-36 6 -3 -2
B 4C 100 -1 5 4
= 5B 100 -33 -4
5C 100 10
6C 100

Table 35: Correlation cdBcients between data points of the trijet measurement ascidunn
of Q% andé,. Since the matrix is symmetric only the upper triangle isegivThe bin labels are

defined in table 7. All values are multiplied by a factor of 100
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Dijet as function of Q%and &,
lalblc 1d2a2b2c2d 3a3b 3c 3d4a4db4c 4d5b5c¢c5d6d
1287 6 3-2-1 1 1
1842193 -2-1-111
ly| 41324 -1-2-3 11
15|6 -328-1 -4 1
20[-3-1-1 26107 -3-1-1
5,28 -3-1 219122 -2-2-2
O 2y-1 -2-32 412261 -1-2-4
2 25]-2 45 1-2311 -3
gm11 2-1-1 31149 -1-1-1
S38 1 122 622121 -2-1
S 3y 11 -2-3-1 31530 -1-3
5 35 11 -1 3 24431 -1
S 4a 1 2-1-1 212011-1-1-1-1
“é 43 -1-1 216146 -1-1-1
5 -1-21 21627 -1
o 46 222224
2 5a 1 -1-1 271915
25 1 -1-1 112021
€ 5y -1 -1 1024-1
56 1-12-218
6 -1 4 34
66 27
6y 16
66 -18

Table 36: Correlation cdicients between data points of the inclusive jet measurea®iat
function of Q% and F"Tet and of the dijet measurement as a functiorQdfandé,. The bin labels
are defined in table 7. All values are multiplied by a factof.00.
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Trijet as function of Q?and &3
1A1B1C2A2B2C3A3B3C4A4B4C5B5C6C
lajl7 6 1 -3 -1 11
138158 2-3-1 -1 1 -1
1y 7 21 -2 -3 -1-1-1-1
6|1 -111 -1-1
-3 -1 1
-2 -3 -1

-1 -4
-2
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-1-1
6 25 -2

218 -1
1 11 9 1
-1 -1 -1 -1-11312 -1
-1 -1 -1 319-1

-1-17
-1 24
-1 -1 -1 -1 -2 18
21
-1 11

Inclusive jet as function of Q2and P!
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Table 37: Correlation cdicients between data points of the inclusive jet measurea®iat
function of Q? and F"Tet and the data points of the trijet measurement as a functif aihdés.
The bin labels are defined in table 7. All values are multgblg a factor of 100.
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Trijet as function of Q?and &3
1A1B1C2A2B2C3A3B3C4A4B4C5B5C6C
1al16 -2 -3 -1 -2 -1
1 16 -2 31
1¢-1 5 9 1 -2-2 1 -1 1 -2 -2

1d4 517 -1 1 -3 -1 11241
24 -4 1221 -2
G2 311154 -2 ‘11
22d1 22 4111-2-1 -1 -1
rg,Zd-l 1-33-215-11 -2 11
= 33-2 21 23-73-3
£ 3 21 219-4 -2
£3¢ -1 -1-2-1511 -1-1-1
< 3d 23213 1-2 -1-1
» 4d-2 21 17 -7 2 -1
.§4 1 1-2 515-3-1
=401 -1 -1 2-1-3912-2
ad 1 -1 11-14-3161-2-1
5pb-1 -1 -1 1 91 -1
501 -1 1 -1-1 -1 2-1156 -1
5d-1 1 -1 1014 2 316 -2
6d -1 -1 -1 -1 1 -329

Table 38: Correlation cdicients between data points of the dijet measurement as adorof
Q? andé, and of the trijet measurement as a function@fandés. The bin labels are defined
in table 7. All values are multiplied by a factor of 100.
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as(Mz) using different PDF sets

Measurement a,l;/ISTWZOOB angO alglNPDF23 a,?ERAPDFl5 aéBMll
All PDF sets used were determined with(Mz) = 0.1180
Tiet 0.1174 0.1180 0.1167 0.1158 0.1136
O dijet 0.1137 0.1142 0.1127 0.1120 0.1101
Ctrijet 0.1178 0.1178 0.1169 0.1174 0.1176
Tlet 0.1176 0.1185 0.1170 0.1183 0.1186
ONC
O dijet
0.1135 0.1143 0.1127 0.1143 0.1150
ONC
Otrijet
o 0.1182 0.1185 0.1175 0.1191 0.1204
ONC
[Tiet, O dijets Ttrijet] 0.1185 0.1187 0.1178 0.1180 0.1176
Tiet Tdiet Tiiet| | 59165  0.1172  0.1158 01172  0.1177
ONC ONC ONC

Table 39: Values fors(Mz) obtained from fits to absolute and normalized cross sestisimg
different PDF sets.

Summary of values ofag(Mz) and uncertainties

Measurement as(Mz)lk, as(Mz)lanti-kr Theoretical uncertainties

Tiet 0.1174 (22 | 0.1175 (22)p | (7)poF (7)poFset(5)poFey (10)had (48), (6),,
T dijet 0.1137(23)yp | 0.1152(23)p | (7)roF (7)pDFset (B)PoF@s) (Thad (37), (6)y
Ttrijet 0.1178 (17}yp | 0.1174 (18} | (3)eoF (5)pDFset (0)poFes) (11had (34), (3),
—

— 0.1176 (9)xp | 0.1172(8)xp | (6)p0r (7prset@porey (Bhad (41), (B)s
O dij

— 0.1135 (10}p | 0.1147 (9 | (S)por (Bporset(eores) (Bnaa (32), (B)s
.

e 01182 (11} | 01177 (12 | (3)por (5)eorset (porery (11had (34), (B
[Tjet, T dijets Twijet] 0.1185 (16)yp | 0.1181 (17} | (3)roF (4)roFset(2)PDFes) (13)had (38), (3)y,
o e O

O T 0.1165 (8 | 0.1165 (7)o | (B)poF (7)poEset(3poFey) (Bhad (36), (B
ONC ONC ONC

Table 40: Values ofrs(Mz) obtained from fits to absolute and normalised single jet rant
tijet cross sections employing the or the anti-kr jet algorithm. Theoretical uncertainties are
quoted for the fits to th&r jet cross sections.
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as(Mz) from data points with comparable u.-values

{ur) No. of as(Mz)lk, as(Mz)lantik;, ~ Theoretical
[GeV] data points uncertainty
12.8 9 01168 (10)p 0.1174 (10}  (47)ndftheo
14.1 6 01155(16)4p 0.1159(14)xy  (40)dttheo
17.3 18 01174 (13)yp 0.1163 (13}  (37)ndrtheo
25.6 22 01153 (14)p 0.1150 (14  (31)pdftheo
59.6 9 01169 (66xp 0.1185(60)xy  (32)ndttheo

Table 41: Values ofrg(Mz) from five fits to groups of data points with comparable valdie o
the renormalisation scale from normalised multijet crassisns. The cross section weighted
average value of the renormalisation scale is also givereofi@tical uncertainties are quoted
for the fits to the normalisekt jet cross sections.
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Figure 2: Mean values of they ,,-distributions and the double-ratio of data to MC simulasio
as function ofP43, as measured in the one-jet calibrSpebation sample and imdapendent
dijet sample. Results for data are compared to RAPGAP andNGJdA. The open boxes and
the shaded areas illustrate the statistical uncertaiofigdse MC simulations. The dashed lines
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Figure 3: Distributions ofQ? andy for the selected NC DIS data on detector level in the ex-
tended analysis phase space. The data are corrected fatitihated background contributions,
shown as gray area. The predictions from DJANGO and RAPGARarghted to achieve good
agreement with the data. The ratio of data to prediction sswhat the bottom of each figure.
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tended analysis phase space. The data are corrected fatithated background contributions,
shown as gray area. The predictions from DJANGO and RAPGARarghted to achieve good
agreement with the data. The ratio of data to prediction eswshat the bottom of each figure.
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Figure 7: Schematic illustration of the migration matrix the regularised unfolding, which
includes the NC DIS (E), the inclusive jet),Jthe dijet (3) and the trijet (J) MC events. The
observables utilised for the description of migrations gireen in the boxes referring to the
respective submatrices. The submatrices which connedtdbeon level NC DIS data with
the detector level jet data ({(B(B.), and (B)) help to control detector-level-only entries. An
additional vectorg, is used for iciency corrections and to preserve the normalisation.
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Figure 8: lllustration of the most prominent experimentatertainties of the cross section
measurement. Shown are the statistical uncertaintiegettenergy scalé’®s and the model
uncertainty. Adjacent bins typically have negative catiein codficients for the statistical
uncertainty. The uncertainties shown are of comparabfsizthe corresponding normalised
jet cross sections.
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Figure 9: Correlation matrix of the three jet cross sectiomsueements. The bin numbering is
given byb = (q- 1)np, + p, whereq stands for the bins i@? andp for the bins inP; (see table
table 7). For the inclusive jet and dijet measurements= 4, and for the trijet measurement
np, = 3. The numerical values of the correlation fla@ents are given in the tables indicated.
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Figure 10: Double-dferential cross sections for jet production in DIS as a fuorchf Q?
andPt. The inner and outer error bars indicate the statisticabriamties and the statistical
and systematic uncertainties added in quadrature. The NOD Qredictions, corrected for
hadronisation and electroweaffexts, together with their uncertainties are shown by thdetha
band. The cross sections for individu@f bins are multiplied by a factor of 1@or better
readability.
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Figure 11: Ratio of jet cross sections to NLO predictionswascfion of Q? andPy. The er-
ror bars on the data indicate the statistical uncertairdfeébe measurements, while the total
systematic uncertainties are given by the open boxes. Tdaeshbands show the theory uncer-
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Figure 12: Ratio of NLO predictions with various PDF setstedictions using the MSTW2008
PDF set as a function @? andP. For comparison, the data points are displayed togethér wit
their statistical uncertainty, which are often outsideld tlisplayed range in this enlarged pre-
sentation. All PDF sets used are determined at NLO and withlaevofas(Mz) = 0.118.
The shaded bands show the PDF uncertainties of the NLO edilmo$ obtained from the

MSTW2008 eigenvector set at a confidence level of 68 %.
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Figure 13: Double-dferential normalised cross sections for jet production i B$ a function
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figure 10.
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Figure 14: Ratio of normalised jet cross sections to NLO tezhs as a function of)? andPs.
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Figure 15: Double-dferential cross sections for dijet and trijet production i¥s[as a function
of Q? and¢. The NLO predictions, corrected for hadronisation andteteeeak dfects, together
with their uncertainties are shown by the shaded bands.hé&udetails can be found in the
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Figure 16: Double-dferential normalised cross sections for dijet and trijetoiction in DIS as
a function ofQ? and¢. The NLO predictions, corrected for hadronisatidteets, together with
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Figure 19: Values ofrs(Mz) extracted from fits of the NLO QCD predictions to the jet cross
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Figure 20: Values ofrs(Mz) extracted from fits of NLO QCD predictions to the absolute and
normalised jet cross sections usingfeient PDF sets: MSTW2008, CT10, NNPDF2.3, HER-
APDF1.5 and ABM11. For the MSTW2008 PDF set the PDF uncegtainios(Mz) as deter-
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82



L ' L

— H1 multijets at high Q?
B H1 exp. uncertainty

H1 total uncertainty
¢ H1 multijets at high Q2
# H1 multijets at low Q

. ZEUS inclusive jets in yp
4 D® inclusive jets

- ' DO R
0.15¢ % + CMS Rup ]

: 1Y :
X ﬁﬁﬁ%ﬁ; - ]

0.10 _— H 1 - I \\\#\*\;

1----%%#%—-

100 300 1000
H [GeV]

O (M)

0.20f

Figure 22: The upper panel shows the values of the strongliogups(u;) as determined
from the normalized multijet measurement (open dots) fiekdint scaleg,. The solid line
shows the NLO QCD prediction calculated using the renorraéia group equation with
as(Mz) = 0.1165 as determined from the simultaneous fit to all normdlireiltijet measure-
ments. The dark shaded band around this line indicates fheziexental uncertainty oms(u;),
while the light shaded band shows the total uncertaintyo Alsown are the values of from
multijet measurement at low values @f by H1 (squares), from inclusive jet measurements in
photoproduction by the ZEUS experiment (diamonds), froolusive jet measurement and jet
angular correlation®,r by the DO experiment at the Tevatron (upper and lower triesigland
from the ratio of trijet to dijet cross sections as measungthie CMS experiment at the LHC
(stars). In the lower panel the equivalent valuea gfMz) for all measurements are shown.
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