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M easurement of Dijet Production in Diffractive
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Abstract

A measurement is presented of single- and doulfieintial dijet cross sections in
diffractive deep-inelastiepscattering at HERA using data collected by the H1 experiment
corresponding to an integrated luminosity of 290 hbThe investigated phase space is
spanned by the photon virtuality in the range of 4% < 100 Ge\# and by the fractional
proton longitudinal momentum lose < 0.03. The resulting cross sections are compared
with next-to-leading order QCD predictions based offirdctive parton distribution func-
tions and the value of the strong coupling constant is extracted.
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1 Introduction

In deep-inelastic scattering (DIS),fifactive reactions of the typep — eXY, whereX is a
high-mass hadronic final state alds either the elastically scattered proton or its low-mass
excitation, represent about 10% of the events at HERA andigeaich experimental input
for testing quantum chromodynamics (QCD) in thé&rdictive regime. These processes can be
understood as probing by a virtual photon emitted from theniéepton a net colour singlet
carrying vacuum quantum numbers (a pomeron) [1, 2]. Duedathourless exchange the sys-
temsX andY are separated by a rapidity interval free of hadronic atisi In these processes
at least one hard scale is involved such that perturbative QCIZD) can be applied.

According to the QCD collinear factorisation theorem [3]lccdations of ditfractive cross
sections factorise into process dependent hard scatteosijcient functions and a set of pro-
cess independentftiiactive parton distribution functions (DPDFs). While thedacattering
codficient functions are calculable in pQCD, the DPDFs have to lerehned from QCD
fits to the measured inclusivefttactive cross sections. In such QCD fits [4], DGLAP evo-
lution [5—7] of the DPDFs is assumed. The QCD factorisatiGgothm is proven to hold for
inclusive and dijet diractive processes [8], assuming high enough photon vityusiich that
higher twist éfects can be neglected. The DPDFs are experimentally detedny assuming
an additional factorisation of the DPDFs dependence ondhtesed proton momentum from
the dependence on the other variables, ascribed to thewstwf the colourless exchange. This
assumption is known as proton vertex factorisation. A pamdiux in the proton is introduced
and universal parton densities are attributed to tifkeaditively exchanged object. Many mea-
surements of diraction in DIS suggest the validity of the proton vertex @aidation assumption
in DIS [4,9-11].

In leading order the inclusive filfactive cross section iep scattering is proportional to
the charge-squared weighted sum of the quark distributioctfons in the pomeron, while its
gluon content can be determined only indirectly via scalmgations. As events with two
jets (dijets) are readily produced in gluon-induced presees measurements offdactive dijet
Cross sections are sensitive to the value of the strong mwupl and to the gluon content of
the pomeron. The production of dijets infllactive DIS has previously been studied at HERA
using either the large rapidity gap (LRG) method [12—14]pdiect detection of the outgoing
proton [15].

In this paper cross section measurements of dijet produdticdiffractive e p scattering
are presented, based on data collected in the years 2005wA00the H1 detector at HERA.
Diffractive events are selected by means of the LRG method,riegjua clear separation in
rapidity of the final state systeméandY. The measured cross sections are compared to next-
to-leading order (NLO) QCD predictions evaluated with inPiRDFs determined in previous
inclusive dffractive measurements by the H1 collaboration [4].

The present analysis is based on the full HERA-II data samgdalting in significantly
increased statistics with respect to previous analyseashé&unore, the cross sections are deter-
mined using a regularised unfolding procedure which fuiga@unts for iciencies, migrations
and correlations among the measurements. The measuredrdgs sections are used to extract
the strong coupling constaat in diffractive DIS processes for the first time.
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2 Kinematics
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Figure 1. Leading order diagram for the production of dijetdiffractive DIS.

A leading order (LO) diagram of boson-gluon fusion, whiclthe dominant process for the
production of two jets in diractive DIS, is depicted in Figure 1. The incoming electroh
four-momentunk interacts with the incoming proton of four-momentynwia the exchange of
a virtual photon of four-momentum = k — k'. The outgoing proton or its low-mass dissocia-
tion state carries four-momentupi. The DIS kinematics is described by the following set of
variables: o

2 2 N2 P-q
P === (-KP  x=grr Y= (1)
whereQ?, x andy denote the photon virtuality, the Bjorkeqwvariable and the inelasticity of the
process, respectively. Conservation laws stipulate thaioslQ? = xys wheres stands for the
epcentre-of-mass energy squared.

The kinematics of the éiractive exchange is described in terms of the additionahtjties
Xp = q-(P-p)
q-p
with xp andt being the longitudinal momentum fraction of the incomingtpn carried by

the pomeron and the squared four-momentum transfer at tterpwertex, respectively. The
fractional longitudinal momentum of the pomeron transddrto the dijet system is given by

., t=(p-p) 2)

q-v X
ZP:—:_’ 3
a(h-p) % ®)

wherev is the four-momentum of the parton entering the hard intevac

Ln this paper the term "electron” is used generically toredeboth electrons and positrons.
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3 Monte Carlo Modelsand Fixed Order QCD Calculations

The RAPGAP event generator [16] allows for the simulatiopafcessegep — eXY includ-
ing both leading (pomeron) and sub-leading (reggeon) exgém Assuming the proton vertex
factorisation, the parton densities obtained in the previQCD analysis of inclusive fiifactive
data (H12006 Fit-B) [4] are convoluted with leading order Q@Btrix elements. Higher order
QCD radiation &ects are modelled via initial and final state parton showerthe leading-
log approximation [17]. Hadronisation is accounted for bgking use of the Lund string
model [18] as implemented in PYTHIA [19].

Within the dffractive selection based on the LRG method, the sysemay also be a low
mass dissociative system. Proton dissociation eventsiratdated in the the range dfly <
20 GeV using the RAPGAP event generator, whiglkeis the mass of the systeM Resonant
contributions together with the continuum part of tde distribution are modelled similarly to
the DIFFVM event generator [20]. A small admixture of resaly* p scattering is included in
fixed LO mode of jet production in the lo@®? region [21]. The resolved photon contribution
Is simulated with the RAPGAP event generator using the S&3E set [22] as the input
PDF of the photon. QED radiatiorffects are simulated with the HERACLES [23] program
interfaced to RAPGAP. Besides the Born level contributtbe,simulated cross sections include
contributions from initial and final state emission of relbpons from the electron, from vertex
corrections as well as from self energy diagrams. As the B6Z0t-B DPDF set has previously
been observed to underestimate the data in theQdwegion, a weighting is applied fa@? <
7 Ge\?, parametrised as the ratio of the data in [4] to the Monte Garfiectation based on the
H12006 Fit-B DPDF set.

Background arising from non-firactive DIS processes is also simulated with the RAPGAP
event generator using its inclusive mode together with thE@8L PDF set [24].

The MC simulation is used to correct the data for detecfteats. The generated events
undergo the full GEANT [25] simulation of the H1 detector aareé analysed in the same way
as the real data. In order to describe the measured distnitathe difractive MC is reweighted
in several variables as discussed in 4.4.

QCD predictions of the dijet cross sections at the partor Eeeeevaluated at NLO using the
NLOJET++ program [26,27]. The NLO pQCD predictions are calculatecheNIS-scheme
with five active flavors. The two-loop approximation of th@oemalisation group equation is
used for the running of the strong coupling constant with@ptiog strength ofrs(Mz) = 0.118.
The cross sections are evaluated in intervalggfeffectively replacing the beam proton by a
pomeron (slicing method). The H12006 Fit-B DPDF set is usetthé calculation. The renor-
malisation and factorisation scalgsandus are provided by the photon virtuality and the av-
erage transverse momentum of the leading and sub-leadi@j¢, in they*-p centre-of-mass
frame and are defined ag = ur = +/(p;)2+ Q% The uncertainty on the prediction due to
missing higher orders is estimated by simultaneous vanaif the renormalisation and factori-
sation scales by factors offdor 2. An uncertainty on the NLO prediction from the expennta
uncertainties on the DPDF set is obtained using the eigémveecomposition of the uncertain-
ties of the H12006 Fit-B DPDF set. This uncertainty is pragad to the NLO prediction using



the sign-improved formulae for error propagation [28]. grsficant contribution to the uncer-
tainty of the H12006 Fit-B set originates from the restoatiof the input data tas < 0.8 and
the extrapolation of the DPDF & > 0.8.

Whereas the measured cross sections are compared to thetipresiobtained by the slicing
method, an alternative method of adapting the NLO calautatifor ditfractive DIS is used in
the as extraction. In order to provide theory predictions witlfdrent values ofrs(M;), the
fastNLO method [29-31] is used. Cross section predictioasoatained by folding tabulated
matrix elements obtained from NLOJETF [26,27] with the DPDF parametrisation. The matrix
elements are determined as a function of the observablessést, the factorisation scale and
the convolution variable. The relationx = xpzp is used when folding with the DPDF. This way
predictions can be obtained forfiirent choices of DPDFs, af and of the renormalisation and
the factorisation scales without having to calculate thé&imalements all over again. Settings
identical to the slicing method are used for parameters asechnormalisation and factorisation
scales or DPDF set and very good numerical agreement witklittieg method is found. The
uncertainty on the prediction due to missing higher ordeestimated by varying the scales by
a factorf, where 05 < f < 2.

Since the measured cross sections are given at the levedldedtadrons, the QCD pre-
dicted cross sections have to be corrected fegats of initial and final state parton showers,
hadronisation and fragmentation. These corrections aesrdeed for each of the measured
cross sections as the ratio of hadron to parton level crossoss, predicted with the RAP-
GAP event generator. Two distinct models of parton showttis eading-log approximation
and the colour dipole model as implemented in the ARIADNEgpam [32], are used in this
calculation. In each measurement interval the resultimgection is taken as the average of
the values predicted by the two models and the uncertaioti¢se correction factors are taken
as half the dierence of the two predictions. The hadron level cross sest@we on average
about 5% higher than the parton level cross sections. Tlaé¢ uatertainty on the NLO QCD
predictions is obtained as the quadratic sum of the uncdieaifrom scale variation, DPDF fit
and hadronisation uncertainties.

4 Experimental Technique

4.1 H1detector

A detailed description of the detector can be found elsew/[&8]. Here only those detector
components relevant for the present analysis are brieflgribexl. A right-handed coordinate
system with the origin at the nominal interaction point anthwhez-axis pointing in the proton
beam direction is conventionally chosen as the laboratamé. The polar angleis measured
with respect to the-axis, while the direction in th&-y plane is defined by the azimuthal angle
¢. The pseudorapidity is defined as= — Intan@/2).

The liquid argon (LAr) sampling calorimeter [34] is locateside a 115 T solenoidal field
and covers the polar angular range <46 < 154. The energy resolutions for electromag-
netic and hadronic showers as determined in test beam negasats [35, 36] are(E)/E «
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11%/ VE/GeVe 1% ando(E)/E « 50%/ VE/GeVa 2%, respectively. The energy and scatter-
ing angle of the scattered electron is measured in a saititig) fibre calorimeter SpaCal [37,38]
with a resolution ofr(E)/E « 7%/ VE/GeV & 1%. The precision of the energy scale is 1%
covering the polar angular range 546, <174. The measurement of the polar angle of the
scattered electrofe is improved by means of a backward proportional chamber (BFGg
precision of the polar angle measurement is 1 mrad.

Trajectories of charged particles are measured with theadnacking detector (CTD) lo-
cated inside the LAr calorimeter with a transverse momentesolution ofop, /pr ~ 0.2 %-
pr/GeVe 1.5% in the polar angular range of 166 < 165’.

The information from CTD and LAr is used for the reconstruotaf the systemX. The
interaction vertex position is determined event-by-ewesing the particle trajectories measured
in CTD.

The following H1 forward detectors are used in the LRG sa@beobf diffractive events. The
forward muon detector (FMD) consists of six proportionaetbers which are grouped into two
three-layer sections separated by a toroidal magnet. Adthahe nominal coverage of FMD is
19 < n < 3.7, particles with pseudorapidity up tp~ 6.5 can be detected indirectly through
their interactions with the beam transport system and t@testipport structures. The lead-
scintillator Plug calorimeter is located at= 4.9 m and covers the range53< n < 5.5. The
very forward region is covered by the forward tagging sys{&mS) comprising scintillators
surrounding the beam pipe. Only one station of FTS, situated= 28 m and covering the
range 60 < n < 7.5, is included in the present analysis.

The instantaneous luminosity is monitored based on theaofatiee Bethe-Heitler process
ep — epy. The final state photon is detected by a photon detectorddoabse to the beam
pipe atz = —103 m. The precision of the integrated luminosity measurégnseimproved in a
dedicated analysis of the QED Compton process [39].

4.2 Reconstruction of observables

The DIS observable®?, x andy are reconstructed using the electtbmaethod [40]. Within

this method, the photon virtualit®? is reconstructed based on the measured four-momentum
of the scattered electron, while the inelastigitgnd Bjorkenx are determined making use of
combined information from the hadronic final state (HFS) tredscattered electron.

The four-momenta of the particles attributed to HFS are mettacted using an algorithm
which combines information provided by the tracking systerd the LAr calorimeter by avoid-
ing double counting of hadronic energy [41,42]. The calioraof the HFS energy scale derived
in [43] is applied. The performance of the calibration waglgtd by comparing the transverse
momentum balance in data and MC in the kinematic domain sfahalysis.

Jets are reconstructed in the p centre-of-mass frame using the inclusksgjet algorithm
[44] with the pr recombination scheme as implemented in the FastJet progd&in The jet
distance parameter is set B = 1.0. The transverse momenta and pseudorapidities of the



leading and sub-leading jets are denotegas n; and p;,, 75, respectively. The invariant
mass of the final state systexns reconstructed as:

My = C(77max) Pi, (4)

where Py is the four-momentum of the systei obtained as a vector sum of all particles
contained in the HFS. The MC simulation is used in order tavdehe average correction for
detector losses(r7max), Wherenmaxis the pseudorapidity of the most forward energy deposition
above 800 MeV in the LAr calorimeter. The momentum fractigpsandzp are reconstructed
as:

QZ + MZ
Xp = TX (5)

and ) X
Zp = Q+—M12 (6)

Q? + M3

whereM;j; is the invariant mass of the dijet system.

Cross sections for dijet production infitactive DIS are measuredftérentially with respect
to the variable?, y, xp, zp, P51, P, (P5) = (Py + P5,)/2 andAn® = | — 175).

4.3 Event sdlection

The measurement is based on the H1 data collected in the §6@fsto 2007 with a total
integrated luminosity of 290 pb. The nominal beam energies of the protons and electrons are
E, = 920 GeV anckE. = 27.6 GeV, respectively.

The longitudinal position of the reconstructed event veiterestricted to the range35 <
Zixx < 35 cm. DIS events are selected by the identification of thétexeal electron in the
backward calorimeter SpaCal. The isolated energy deposteatromagnetic structure with
the highest transverse momentum is identified as scattéettan and has to have a measured
energy of at least.9 GeV.

Only events accepted by a trigger combining signals induyethe scattered electron in
the SpaCal with minimum track information of the CTD are usethmanalysis. The trigger
efficiency related to the CTD condition is found to be 98%-99%,eteling on the detector
configuration and is reproduced by the MC simulation witHif. ZT'he trigger éiciency related
to the SPACAL condition is better than 99%.

Residual non-DIS background is dominated by photoprodagirocesses, where a hadron
Is misidentified as the scattered electron, whereas thestratered electron escapes detection
due to its small scattering angle. This background is redteca negligible level by demanding
35 < 3(E - py)i < 75 GeV, where the sum runs over all HFS particles and theesealt
electron candidate. Elastic QED Compton scatteepg» eyp introduces another background
contribution which is suppressed by rejecting configuraiwith two back-to-back clusters in
SpacCal.

2Observables in the*-p centre-of-mass frame are labelled with an asterisk.
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Diffractive events are identified with the LRG method which resgian empty interval in
rapidity between the system¥sandY. The low-mass system is produced at very large pseu-
dorapidities and escapes detection. THéalttive signature is thus defined by the systefns
(in the main detector) and (undetected). The energy of any cluster in the forward regib
the LAr calorimeter is required to be below the noise leveB@d MeV, which is ensured by de-
mandingnmax < 3.2. The variabley,ax corresponds to the LAr cluster above the noise threshold
which has the largest pseudorapidity. Information progig the forward detectors FMD, FTS
and the Plug calorimeter is used in order to extend the gagpidities beyond the LAr accep-
tance and in order to suppress the proton dissociationibatibn. These detectors are required
to show no signal above noise level [46]. At high momenturotfaas xp, the systenX tends
to extend into the direction of the outgoing syst¥rand the experimental separation of the sys-
temsX andY is not possible. The LRG selection method is thus applicablgin the region of
Xp < 0.03. The sample of DIS events satisfying the LRG criteria imohated by the diractive
exchange, as the systexis isolated in the main part of the H1 detector, while the exysY
escapes undetected down the beam pipe. The signal is deahibatroton-elastic processes,
ep— eXp however, a small fraction of proton dissociation eventd$® accepted by the LRG
selection. The LRG requirements impose restrictions omthss and scattering angle of the
hadronic systenY. These correspond approximately to the requireméhts< 1.6 GeV and
Itl < 1 Ge\2. Migrations in these variables are modelled using MC sitira.

Extended Analysis Phase Space | M easurement Cross Section Phase Space
DIS 3< Q? <100 GeV 4 < Q? <100 GeV
y < 0.7 01<y<0.7
xp < 0.04 xp < 0.03

Diffraction LRG requirements t| < 1 Ge\?

My < 1.6 GeV

pr, > 3.0 GeV pr, > 5.5 GeV

Dijets pr, > 3.0 GeV pr, > 4.0 GeV
-2<nih<2 -l<nih<?2

Table 1: Summary of the extended analysis phase space aptidee space for the dijet cross
sections measurements.

Events are selected in a phase space which is extended cahipahe measurement phase
space in order to improve the precision of the measuremeatbgunting for migrations at the
phase space boundaries. Events within the DIS phase spgee®¥ and 3< Q? < 100 Ge\}
are selected. The events are required to have at least tsvimjfte pseudorapidity range <
n'f‘g < 2 and transverse momenta greater than 3 GeV inythecentre-of-mass frame.

The measurement phase is defined by the DIS requirements eff)< 0.7 and 4< Q? <
100 Ge\f. The pseudorapidity of jets is restricted in the laboratoayne to-1 < 7% < 2 to
ensure the jets to be contained well within the central dete@he transverse momenta of the
leading and sub-leading jets are required to be larger ti@GBV and 40 GeV, respectively.
The extended phase space and the measurement phase spaiterdefire summarised in
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table 1. The total number of events accepted by the LRG satectiteria together with the
DIS and jet requirements is 50000 and~ 15000 for the extended and measurement phase
space, respectively.

4.4 Correctionstothedata

Cross sections at the level of stable hadrons are obtainedtire measured event rates in data
by applying corrections determined using the MC simulatiorfigure 2 kinematic distributions

of the observable§?, P ,, Xp andzp as observed in the detector are shown in comparison to
the expectations from the reweighted MC simulation. TheaVgood description of the data

is achieved after applying a dedicated weighting of the M@uation in the variablegp, xp

and Xgijer = Y 12(E7 — 03/ Sues(E* - pi)i. Weights are obtained from the reconstructed
kinematic distributions and are applied at the hadron leWélis procedure is iterated until a
good description of the shapes of the observables is aahieve

The data are corrected for detectorfil@encies, acceptance and finite resolution using the
regularised unfolding procedure as implemented in TUnfdld]. A detector response matrix
A, with elements; expressing the probability for an observable originatinghe generated
MC sample from an interval to be measured in an interv@l is determined using the MC
simulation. Migrations from outside the measurement plspsee are included by additional
rows of the detector response matrix. The domains of jete @@ < p;; < 55 GeV and
of events with 03 < xp < 0.04 are found to be the dominating sources of these migrations
The MC simulation is reweighted in order to describe the @déiga in these regions beyond the
nominal phase space.

Two sources of background are considered in this analysi@ensubtracted from the data
using Monte Carlo simulations prior to unfolding:fitlactive dijet events wittMy > 1.6 GeV
and|t| < 1 Ge\? and background from non-iiactive DIS.

For a background subtracted measuremgnthe corresponding number of events in the
truth bini, x;, is found by solving a minimisation problem fond function

X =y = ATV Yy — AX) + 2%, (7)

wherex andy are vectors defined by andx;, respectivelyV,y is the covariance matrix account-
ing for the statistical uncertainties gf andr is a regularisation parameter introduced in order
to damp statistical fluctuations of the solution. The regsédion parameter is determined
using the L-Curve scan [47].

The cross section in each measurement intengadjiven by
X;
O'i(ep_> e|dX) = z(l + 5i,rad), (8)

where/ is the integrated luminosity of the data sample andd.q) is the correction for QED
radiation dfects in the interval. These corrections are calculated as a ratio of RAPGAP pre-
dictions with and without QED radiation simulated. Théeliential cross section is determined
by dividing o by the area of the corresponding interval.
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4.5 Systematic uncertainties

The systematic uncertainties induced by experimerffacts and by model adequateness are
propagated to each measurement interval in the unfoldinggalure (eq. 7). A dedicated detec-
tor response matrix is constructed for each variation eelab particular sources of uncertain-
ties:

e The energy of the scattered electron is varied:i$o with a resulting uncertainty on the
integrated dijet cross section of 1%

e The polar angle of the scattered electron is varied-bynrad with a resulting uncertainty
on the integrated dijet cross section of 1%

e The energy of each particle contained in HFS is varied b%b6 [43] which translates into
an uncertainty on the integrated dijet cross section of 4%.

e Uncertainties related to the model dependent correctidrisendata are accounted for
by varying the shape of the kinematic distributionsQ# xp, 3, P51, Zp, Xdijer aNdAn*
in the MC such that the data are still described within théistteal uncertainties. For
this purpose, the multiplicative weights (1QF)*%?, x5>%, g*0°{(1-*%), pr=P, 0%,
Xiier and (15+ Ar")*°® are applied, respectively. The largest resulting uncetyaif 3%
arises from the variation of the shapeph,. The shape of the distribution inis varied
within the experimental uncertainty on theslope [48] by applying a weight a in
MC, which translates into an uncertainty on the integratget dross section of 1 %. The
integrated cross section uncertainty due to the model dbp®we of the measurement is
of the order of 5 %.

The following uncertainties on the global normalisatioa eonsidered:

e The luminosity of the data is measured with a precist@v % [39].

e The trigger éiciency related to the tracking and SpaCal condition indunasaertainty
of 2% and 1%, respectively.

e The uncertainty accounting for the LRG selectidhiagency is 7% [49].

e The normalisation of the non4giiactive DIS background modelled by RAPGAP is var-
ied by +50 % and the normalisation of thefitactive background is varied hy100 %,
yielding a resulting uncertainty on the integrated dijeiss section below 1% in both
cases.

The total systematic uncertainty is obtained by addingril&vidual contributions in quadra-
ture.
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5 Resaults

The integrated cross section in the measurement phase §pecéed in table 1 is found to be
clfl(ep— eXY) = 73+ 2 (stat) + 7 (syst) pb. (9)
The NLO QCD prediction of the total firactive dijet cross section is

o1 ep— eXY) = 7725 (scale)?, (DPDF) + 3 (had) ph (10)
in very good agreement with the measurement. The uncertamthe NLO prediction is found
to be significantly larger than the experimental uncerjaint

Single diterential cross sections are given in tables 2 and 3 and amensimofigures 3-6.
The statistical correlations between measurementdfiierdnt bins are given in tables 6 and 7.
The diferential cross sections as a function of the DIS varia@feandy are shown in figure 3,
as a function of the momentum fractiors andz, are shown in figure 4 and as a function of
the jet variablesy ;, pr,, (Pr) andAn* are shown in Figure 5 and 6. For the majority of the
measurements, the data precision is limited by systemfigcts. The statistical correlations
are small for the inclusive kinematic variabl@g andy and moderatelg| < 0.6) for the other
variables. The figures also include the NLO QCD predictiongtvkdescribe within their large
uncertainties the data well.

The dynamics of dijet production is further studied in teraisdouble diferential cross
sections in bins of and of the QCD scale defining observab@sandp: ,. The double dter-
ential cross sections are listed in tables 4-5 and are showigures 7-10. The corresponding
statistical correlations between measurementsftierdint bins are given in tables 8-9. Figure 7
shows the double fferential cross section measured in bingoandQ?. The ratio of the data
to the theory prediction is shown in figure 8. The data are desdicribed by the NLO prediction
in most of the phase space. The doubl&edential cross section measured in bingpf andQ?
is shown in figure 9 and the corresponding ratios of the measents to the NLO predictions
are shown in figure 10.

The present measurement is based on a six times increaset&iiy as compared to the
previous H1 measurement of dijet production with LRG [13d @ using a more sophisticated
data correction method. A direct comparison of the presad b other measurements of
dijet production in difractive DIS is not possible because ofteient phase space definitions.
Measurements based on the direct detection of a forwardpid5] are limited in statistical
precision due to the restricted geometrical acceptandeegbtoton taggers.

The experimental uncertainties on both single- and dodlMferential cross sections are in
general smaller than the theory uncertainties. The dathhue the power to constrain QCD in
diffractive DIS. Here, the double{tierential dijet cross sections as a functior@sfand pr, are
used to determine the value of the strong coupling consigiM;) at the scale of the mass of
theZ-boson,M;. The value ofxs(M;) is determined by an iteratiye?-minimisation procedure
using NLO calculations, corrected for hadronisatiffieets following the method [50]. In the fit,
the uncertainties on the HFS energy scale are treated as &0&tated and 50% uncorrelated.
All other experimental uncertainties are treated as cateel. Scale uncertainties, hadronisation

12



uncertainties and DPDF uncertainties of the NLO calcutasice propagated to the fit result as
described in [50].

The fit yields a value of?/ngo; = 16.7/14, with ngo; being the number of degrees of free-
dom, thus indicating good agreement of theory to data. Thganae parameters of the cor-
related systematic uncertainties are equally distribatedind zero with absolute values below
one. The value of¢(Mz) determined in the fit to the dijet cross sections is

as(My) = 0.119+ 0.004 (exp)+ 0.002 (had): 0.005 (DPDF)= 0.010 () + 0.004 (1) (11)
= 0.119+ 0.004 (exp)+ 0.012 (DPDFtheo)

The largest uncertainties arise from the estimate of théribations from orders beyond NLO
and from the poor knowledge of the DPDF. The largest continbito the experimental uncer-
tainty of 0003 arises from the global normalisation uncertainty.

The result foras(Mz) is consistent within the uncertainties with the world age [51, 52]
and with values from other jet data in DIS and photoprodurcfs®), 53, 54] as well as values of
as(Mz) determined from jet data at the Tevatron [55,56] and at tHE[57, 58]. Although the
uncertainty of thisrs(Mz) extraction is not competitive with measurements in othrecpsses
the agreement with the other measurements supports thelyindeconcept of treating dijet
production in difractive DIS with perturbative QCD calculations.

6 Conclusions

Integrated, single- and doublefidirential cross sections offthiactive DIS dijet production are
measured with the H1 experiment @&p collisions at HERA and compared with NLO QCD
predictions.

The integrated diractive dijet cross section is found to be well describedigyNLO QCD
prediction using the H12006 Fit-B DPDF set. Both shapes amdhalisation of the single-
differential cross sections are reproduced by the theory witl@rexperimental and theory un-
certainties, confirming at improved precision the con@dasifrom previous H1 measurements.
Good agreement of the theory with the measurement is alswftar the shapes and normali-
sation of the double efierential cross sections. The cross section measuremerssied here
show experimental uncertainties significantly smallenttfaée uncertainties of the theory pre-
dictions. From a fit of the NLO prediction to the doubldfdrential cross sections iQ? and
P} 4, the strong coupling constant has been determined ta@é;) = 0.119 (4)xp (12)neo
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LT

Q2 dO’/dQ2 6tot 5stat 6sys 69 6E 5H FS 6Q2 5xP 6[; 6P*T.1 62,: 6xd,le( 6An* 6t 6bgr 1+ 6had 1+ 5rad
[GeV?] [pb/GeVF] | [%] | [%] | [%] || [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%]

4+6 8.20 132| 57 {119 10(45| -39 | 21 | 11 | 28 | -50| 19 07 | 12 |-09| 01 || 1.05+0.05 1.05
6+10 4.23 118| 40 {110} 26 | 17| -50 |-05| 05 |-05|-31| -32 |-16| 16 |-15| 03 || 1.05+0.04 1.03
10+ 18 192 114| 40 {107} 10| 19| -46 |-09| 06 |-08|-31| -31 |-15| 17 |-09| 04 || 1.05+0.04 1.03
18+ 34 0.797 116 48 (105} 11|21} -51 |01 | 06 |-01|-29| -25 |-13| 14 |-0.6| 0.2 | 1.06+0.04 1.03
34+100 0.164 123 | 62 106 09| 23| -50 |-02| 05 |-06|-27| -29 | -15| 16 | -0.8| 0.1 | 1.06+0.04 1.03
y do/dy Otot | Ostat | Osys | 90 | OE | OHFs | 02 | Ox O | Opery | Oz | Oxgijer | Orpe Ot | Obgr 1+ Shad 1+ Srag
[pb] [%] | [%] | [%] || [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%]
0.10+0.22 113 184 | 65 172 21|02 | -87 | -36|-02|-42|-35| -89 | -36| 39 |-15| 0.6 || 1.01+0.06 1.07
0.22+-0.34 163 127| 45 {119 20| 11| -59 |-20| 05 |-15|-32| -41 |-21| 14 |-09| 06 || 1.02+0.04 1.05
0.34+0.46 144 112| 43 {104 || 16 | 28| -42 |-04| 08 |-01|-31| -23 |-13| 10 |-11| 03 || 1.06+0.04 1.04
0.46-+0.58 106 112| 50 (100} 12|32} -32 | 07| 08 | 09 |-31| -10 |-06| 19 |-03| 04 || 1.13+0.03 1.02
0.58+0.70 76.5 124 70 |102| 07| 43| -23 | 10 | 06 | 16 | -33| 03 04 | 12 | -15| 0.2 || 117+ 0.02 0.97
Xp do/dxp Otot | Ostat | Osys || 0o O | OHFs | O Oxp 0 | Opsrs Oz Oxgiier | Ot o Obgr 1+ Ohad 1+ 6rad

[pb] [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%]

-2.30+-210 142 420|362|211| 18|39 | -93 |-27| 40 | -37|-58|-114|-47| 76 |-12| 0.7 | 1.17+0.13| 1.06
-2.10+-1.90 535 147| 89 |117| 16 | 24| -56 |-06| 12 |-08|-32| -37 |-18| 23 |-14| 00 || 1.10+008| 104
-1.90+-170 111 116| 55 |(102| 15|13 | -45|-11| 01 |-02|-35| -15 |-10| 14 |-11| 00 || 1.06+004| 104
-1.70+-1.52 196 109| 49 | 98 | 13 |25| -36 |-10|-05| 05 |-34| -00 | -03|-05|-05| 08 || 1.03+0.03| 1.03

Zp do/dz Otot | Ostat | Osys || Oe O | OHFs | 02 Oxp 0 | Opers Oz Oxgijot | Onps Ot Obgr 1+ Ohad 1+ Orad
[pb] [%] | [%] | [%] || [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%]
0.00+0.22 704 203| 93 |180| 14 | 34| -40 | 12 |-05| 46 | -24| 120 | 41 | 65 |-05| 08 || 1.10+0.03 1.06
0.22+0.40 132 119| 63 {101 15|(30| -12 |-09| 03 |-01|-39| -23 |-22| 10 |-09| 04 || 1.07+0.02 1.04
0.40-+ 0.60 89.7 149 | 68 133 12|16 | -91 | -13| 08 |-12|-28| -39 |-14| 05 |-0.6| 0.3 | 1.10+0.03 1.02
0.60+0.80 54.8 149| 75 |{129|| 25|19| 76 |-14| 09 |-12|-32| -42 |-14| 02 |-20| 0.1 || 1.10+0.10 1.02
0.80+1.00 199 450|114 435 08| 06 | -421|-19| 13 |-24|-25| -51 |-20| 30 | -15| 0.6 || 0.57+0.10 1.00

Table 2: Difractive DIS dijet cross section measureffatientially as a function of?, y, logxp andzs. The statisticabs.; and systematic
Jsys Uncertainties are given together with the total unceryaiiy,. The next 12 columns represenio shifts for the systematic error
contributions from: electron polar angle measurendgnélectron energy scatk, HFS energy scalérs, model uncertaintiedez, dy,, I,
Opersr Ozpr Oxgier Oag« @NASy and the background normalisation uncertaiéiy. The global normalisation uncertainty of8%6 is not listed
explicitly but is included in the total systematic uncemtstidsys The last two column show the correction factors for hacsation and QED
radiation, respectively.
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pfr’l do/d p;-’l Otot | Ostat | Osys | 90 | O | OHFs | 02 | Ox 05 | Opiry | Ozp | Oxgijer | Oty Ot Obgr 1+ Ohad 1+ 6rad
[GeV] [pb/GeV] | [%] | [%] | [%] || [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%]
550+ 7.00 308 96 | 32 /190 |14|14|,-31|-09|05|-06|-13|-17|-09| 06 |-08| 0.1 | 1.05+0.05 1.03
7.00+9.00 105 118| 6.1 {100 13|30 |-46|-06|08|-04|-14|-15|-09| 12 |-10| 0.7 || 1.06+0.04 1.04
9.00+ 15.00 107 196 | 127|149 13|23 |-98|-01|10|-01|-42|-27|-11| 53 |-15| 0.7 || 1.04+0.03 1.06
p;*r’Z do/d p;z Orot | Ostat | Osys Op OE | OHFs 6Q2 Oxp Op 6P*T,1 Oz 6xd”e‘ Onys Ot Obgr 1+ Ohad 1+ Orad
[GeV] [pb/GeV] | [%] | [%] | [%] || [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%]
4.00+ 6.50 223 104| 37| 97 | 15|23 |-38|-10|07|-08|-12|-20|-12| 12 |-0.8| 0.1 | 1.10+0.06 1.03
6.50+ 9.00 5.67 122 69 {101 12 | 20| -49|-06| 06 |-02|-26|-13|-05| 1.2 | -1.0| 0.6 || 0.97+0.02 1.04
9.00+ 1500 0.539 1821123134} 11 |15|-78| 05 |06 | 08 | -62|-24|-09| 28 | -13| 0.1 | 0.97+0.02 1.06
(P do/d{p;) | ot | Ostat | Osys | G0 | O | OHFs | 02 | Ox 08 | Opiry | Ozp | Oxgjer | Otye o Obgr 1+ Ohad 1+ 6rad
[GeV] [pb/GeV] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%]
475+ 6.50 276 99 | 35,93 |15(20|-33|-11|05|-08|-10|-19|-10| 08 | -08| 0.1 || 1.09+0.06 1.03
6.50+ 9.00 8.52 113| 52 100 14 |24 |-50|-04/08|-01|-17|-08|-04| 15 |-11| 05| 1.01+0.03 1.04
9.00+ 15.00 0.701 197|134|144 07| 12| -92|-03|07|-02|-54|-35|-13| 38 |-09| 05| 1.01+0.03 1.06
An* do/dAn* Oot | Ostat 6sys S OE | OHFs 6Q2 Oxp 6[3 6P*T,1 Oz 6xd”et 6An* Ot 6bgr 1+ Ohad 1+ 6ad
[pb] (%] | [%] | [%] || [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%]
0.00+0.15 516 179| 95 |151 | 16 | 28 | -44|-10| 10| -08|-38|-23|-14|106|-12| 0.1 | 1.04+0.03 1.03
0.15+0.40 57.8 141| 73 {12112 |10|-51,-09|09|-07|-30|-21|-15| 6.2 |-11| 0.2 | 1.05+0.03 1.04
0.40-+0.80 451 125| 57 |111 19 | 25| -43|-09|08|-05|-38|-22|-12| 32 |-13| 05| 1.06+0.04 1.04
0.80+1.30 339 123 | 55 109 17|24 | -47|-10|05|-03|-37|-24|-10|-25|-06| 0.3 | 1.07+0.05 1.03
1.30+3.00 9.29 150| 6.7 | 134 12 | 34| -53|-10(02|-00|-28|-34|-12|-74|-11| 0.3 | 1.04+0.06 1.03

Table 3: Difractive DIS dijet cross section measurefiefientially as a function ab; ;, p;,, (p;) andAzn*. The statisticabsiarand systematic
dsysuncertainties are given together with the total unceryadnt. Further details are given in Table 2.
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o

Zp QZ dzpdQ? Otot | Ostat 6sys g 3 OuFs 6Q2 6Xp 6ﬁ 6,3*.[1 6Zp 6xd,le( 6An* 6t 6bgr 1+ Ohad 1+ Orag

[GeV?] | [pb/GeVA] | [%] | [%] | [%] | [%] | [%] | (%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | [%] | (%]

00+03| 4+10 7.67 148 | 77 |127| 20 | 35 | -10 | 16 |-03| 34 |-33| 65 | 22 | 31 |-13| 05 | 1.08+0.03| 105

10+ 20 2.40 156 100|121 07 | 29 | =21 |-20|-02| 11 | -32| 57 | 15 | 46 |-04| 0.7 | 1.08+0.02| 1.05

20+40 0.544 276208182 22 | 47 | -833 | 09 |-02| 47 | -35|116| 28 | 7.3 | -04| 0.2 | 1.09+0.02| 1.05

40+100| 0.0994 |416|357|213| 12 | 73 | -33 |-04|-01| 41 |-41|129| 31 |100|-37| 20| 109+002| 106

03+05| 4+10 8.80 184| 93 |159| 20 | 31 | -86 |-07| 12 |-10|-53|-74|-39|-06|-15| 01 || 1.08+0.02| 103

10+ 20 231 199|136 |145| 20 | 24 | -69 | -04| 07 | -15|-33|-77|-41|-00|-04| 10 | 1.08+0.02| 1.03

20+40 112 170|126 | 114 -04| 32 | -37 | 02 | 05 |-07|-30|-53|-28|-03|-00| 0.2 | 1.08+0.03| 1.02

40+ 100 0.264 201|171)106| 07 | 26 | -44 | -02| 04 | -09|-21|-34|-21| 14 | 1.3 | 0.2 | 1.07+0.03| 103

05+07| 4+10 4.50 178 133|118 33 | 19 65 |(-14| 11 |-07|-31|-28|-04| 09 |-07| 02 || 114+006| 103

10+ 20 1.86 152|118 | 96 || 08 | 10 31 |-05|{ 05 |-04|-31|-26|-06| 02 |-18|01 | 112+006| 102

20+40 0.703 162|135/ 89 | 20 | 08 | -02 | -07| 05 |-06|-22|-23|-07| 02 |-16| 02| 112+0.06| 1.02

40+ 100 0.109 319|297 |114) 22 |-08| 32 |-08| 01 |-13|-14|-40|-10|-16|-56| 01 | 112+006| 101

07+10| 4+10 199 278|117 (252 22 | 29 |-219|-16| 18 | -19|-38|-65|-26| 1.7 |-29| 03 | 079+011| 102

10+ 20 0.639 269|112 245 14 | 04 | -221|-04| 11 |-16|-17|-52|-20| 24 | -18| 03 | 081+011| 101

20+40 0.248 2241130182 09 | 16 |-153|-03| 09 |-11|-26|-43|-16| 11 |-03| 0.0 | 0.85+0.11| 1.00

40+100| 00968 |185|133|130| 03 | 21 | -90|-05| 04 |-11|-22|-34|-15| 13 | 04 | 05| 0.89+010| 1.01

Table 4: Dffractive DIS dijet cross section measuredretientially as a function ofp and Q2.

The statisticabs,: and systematiosys

uncertainties are given together with the total unceryadt. Further details are given in Table 2.
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pfr,j_ QZ W Stot Ostat 6sys g O OHFs ‘5Q2 6Xp 6,3 5}3*11 62,; 6Xd||et 6A,7* Ot 6bgr 1+ Shad 1+ 6rag
[Gev] | [GeV] | [pb/GeVA] | [o] | [%] | [%] | [%] | [%] | [%] | [%] | %] | (%] | [%] | [%] | [°%] | [%] | [%] | [%]

55+70 4+6 3.35 156 | 91 | 127| 04 |59 | -12 | 27 | 11| 34 |-13| 58 | 29 | 06 | -10| 0.1 || 1.05+£0.05| 1.04
6+10 184 127 71105 30 |08 | -47 |-15|/03|-10|-18|-29|-13| 07 |-16| 0.1 | 1.05+0.05| 1.02

10+-18 0.834 123 72 |1 99| 12 |09| 32 |-11|{05|-14|-16|-39|-17| 06 |-11| 02 | 1.05+005| 102

18+-34 0.344 133 86 |101| 15 |04 | -51| 03 |05|-04|-14|-26|-17|11|-00| 00 || 1.06+0.05| 103

34+100| 00613 |158 117|106} 15 07| -50 |-04|05|-11|-17|-34|-20|09|-16| 0.1 | 107+0.04|| 102

7.0+-90 4+6 123 186151109 -0130| -61 | 1.3 |12| 15 |-25| 01 |-07| 00| -03| 05| 1.06+0.04| 1.05
6+10 0.578 164129101 19 |33| -39 | 11 |08 | 00 | -06|-21|-13| 15| -08| 04 | 1.06+0.04| 1.05

10+18 0.287 166|126 | 107| 04 | 31| -60 | -03|07|-01|-13|-03|-04| 23| 07 | 06 || 1.06+0.05| 104

18+34 0.100 204176103 03 | 52| -35|-02|08|-02|-05|-10|-04|00|-15|07 || 107+004| 104

34+-100| 00276 |199|174| 96 | -06|37| -31 |-06|05|-10|-06|-16|-04| 10| 15 | 06| 1.06+0.06| 104

90+150| 4-:6 0.122 301|266|142)| 78 |05| -55|-01|07| 03 |-55|-12|-05|33|-22| 08 | 104+003| 106
6+10 00511 | 304247178 19 |11 |-124|-06|13|-00|-63|-28|-09|61|-30| 04| 1.03+0.03| 105

10+18 0.0207 |355|300|190| 14 |17 |-116|-11|10|-14|-65|-64|-29|56|-60| 05| 103+0.02| 105

18+-34 0.0160 | 245|201 |140| 16 |18 | -82 | 00 |06 |-01|-46|-26|-06| 52 |-25|04 | 1.04+004| 106

34+100| 00034 |319|278|157| 36 03| -90 | 18 |07| 10 |-35|-31|-15|60|-49| 10| 105+£0.03|| 1.07

Table 5: Dffractive DIS dijet cross section measuredfatientially as a function op:"n1 and Q*. The statisticabsi: and systematiésys

uncertainties are given together with the total uncernyait . Further details are given in Table 2.




Q? [GeV] #Bin| 1 2 3 4 5
4+6 1 /100 -5 5
6+ 10 2 100 1 1
10+ 18 3 100 -2 1
18+ 34 4 100 8
34+ 100 5 100
y #Bin| 1 2 3 4 5
01+02 1 |100 -7 8 5 4
02+03 2 100 -6 8 4
0.3+05 3 100 -4 7
05+0.6 4 100 -10
06+07 5 100
Xp #Bin| 1 2 3 4
-230+-210| 1 |100 -55 17 -2
-210+-190| 2 100 -41 11
-190+-170| 3 100 -31
-170+-152| 4 100
Zp #Bin| 1 2 3 4 5
00+02 1 |100 -24 8 1
02+04 2 100 -31 10 -2
04+0.6 3 100 -45 17
06+0.8 4 100 -52
08+10 5 100

Table 6: Correlation cd&cients between data points for the singl&eatential measurements
in Q%,y, Xp andzp. The values are given in per cent.
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pj.[Gev] [#Bin| 1 2 3
55+70 | 1 |100 -26 1
70+90 | 2 100 -54
90+150 | 3 100
p;,[Gev] [#Bin| 1 2 3
40+65 | 1 [100 -36 13
65+90 | 2 100 -46
90+150 | 3 100
(pyy[Gev] [#Bin| 1 2 3
475+650 | 1 |100 -33 12

6.50+9.00 | 2 100 -49
9.00= 1500 | 3 100

Ay #Bin| 1 2 3 5
000:015| 1 [100 -49 13 1 2
015+ 040 | 2 100 -29 9 1
040-080 | 3 100 -19 7
0.80+130 | 4 100 -20
130300 | 5 100

Table 7: Correlation cd&cients between data points for the singl&eatential measurements
in Pt 4, P, (P7) andAn. The values are given in per cent.
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Zp Q*[GeV?] | #Bin| 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1p
00+03| 4+10 1 |100 1 -32 3 11 -3
10+ 20 2 100 -2 1 3 41 2 19 -5
20+40 3 100 4 2 =37 4 20 1 -4 1
40+ 100 4 100 3 37 1 22 1 -5
03+05| 4+10 5 100 -3 -46 2 15
10+ 20 6 100 -3 3 -53 2 19
20+ 40 7 100 -3 2 -51 2 -1 17
40+ 100 8 100 2 -51 21
05+07| 4+10 9 100 -5 -47 2
10+ 20 10 100 -3 1 -4 1
20+40 11 100 -2 2 44 1
40+100 | 12 100 1 -51
07+10| 4+10 13 100 -4
10+ 20 14 100 -5
20+40 15 100 -2
40+100 | 16 100

Table 8: Correlation cd&cients between data points for the doubl&atential measurement
in z» andQ?. The values are given in per cent.

p.lGevl | @P[Gevq [#Bin| 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
55-70 | 4:6 1 |100 -7 1 —44 2 3 1 1 1

610 | 2 100 -3 3 57 3 -1 7 1 1 1

10-18 | 3 00 -2 1 1 3 -59 1 -1 2 1 22 1 1

1834 | 4 100 3 -1 58 1 2 2 25 2

34-100 | 5 100 1 -56 1 2 27

70:90 | 4:6 6 00 -7 3 3 1 -60 2 -5 -6 -3
6-10 | 7 100 -4 2 1 3 -57 -3 -2

10-18 | 8 100 2 -6 60 -4 -4

1834 | 9 00 1 -7 -3 -6 -62 -3

34-100 | 10 100 -4 -2 -5 -5 -64

90:150 | 4:6 11 100 -5 13 14 7
610 | 12 100 6 3

10+ 18 | 13 100 10 9
18+ 34 | 14 100 8

34-100 | 15 100

Table 9: Correlation cd&cients between data points for the doubl&atential measurement
in py, andQ?. The values are given in per cent.
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Figure 2: Distributions of the kinematic quantiti€¥, Pr,, Xp andzp. The data are shown
as black points compared to the sum of MC simulation estisnafde filled area shows the
contribution of non-diractive DIS, the dotted line shows thefdactive contribution with the
elastically scattered proton added to the noffiraictive DIS and the dashed line displays the
proton dissociation contribution added to thémictive contribution with the elastically scat-
tered proton and the nonfthiactive DIS contribution. The sum of all contributions iading
the resolved photon processes is given by the full line. Ti&iMreweighted to the data. The
ratio of data to the MC prediction is shown in the lower parbbthe individual figures.
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Figure 3: Difractive dijet diferential cross section as a function@f andy. The inner er-
ror bars on the data points represent the statistical weioégs, while the outer error bars in-
clude the systematic uncertainties added in quadrature NI© QCD prediction based on the
H12006 Fit-B DPDF set is displayed as a white line. The ligfsiced band indicates the uncer-
tainty arising from hadronisation and the DPDF fit added iadyature. The outer dark band
shows the full theory uncertainty including the QCD scaleartainty added in quadrature. The
ratio of the single-dterential cross section to the NLO prediction is shown in tivedr part of
the individual figures.




do/dlog X [pb]

Data/NLO

¢ H1Data
] it_
== NLO [ H12006 Fit-B x (143, )

s0- H1
200
100:—
=II 1 | 1 1 1 1 1 1 1
2
1 | 1 1 1 | 1 1 1 | 1 1 1 | 1
0—%7 2 18  -16
log X5

do/dz,, [pb]

Data/NLO

¢ H1Data
] it
== NLO [0 H12006 Fit-B x (143, )

H1

200

150

100

0 02 04 06 038 1

Figure 4: Difractive dijet diferential cross section as a function of lkggandzs. The inner
error bars on the data points represent the statisticalrtaioges, while the outer error bars
include the systematic uncertainties added in quadrakungher details are given in figure 3.
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Figure 5: Difractive dijet diferential cross section as a function@f, and p;,. The inner
error bars on the data points represent the statisticalrtaioges, while the outer error bars
include the systematic uncertainties added in quadrakuher details are given in figure 3.
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Figure 6: Dffractive dijet diferential cross section as a function(@f) andAn*. The inner
error bars on the data points represent the statisticalrtaioges, while the outer error bars
include the systematic uncertainties added in quadrakungher details are given in figure 3.
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Figure 7: Double-dferential cross section as a functionzfand Q2. The inner error bars
on the data points represent the statistical uncertajntiege the outer error bars include the
systematic uncertainties added in quadrature. Furthaildetre given in figure 3.
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Figure 8: Ratio of the double-ierential cross section to the NLO prediction as a function of
z» andQ?. The inner error bars on the data points represent the titatisncertainties, while
the outer error bars include the systematic uncertaintideain quadrature. Further details are
given in figure 3.
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Figure 9: Double-dferential cross section as a functionwf, andQ®. The inner error bars
on the data points represent the statistical uncertajntiege the outer error bars include the
systematic uncertainties added in quadrature. Furtherlgetre given in figure 3.
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Figure 10: Ratio of the double-tlerential cross section to the NLO prediction as a function of
p; , andQ?. The inner error bars on the data points represent thetitatisncertainties, while
the outer error bars include the systematic uncertaintidedin quadrature. Further details are
given in figure 3.
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