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Measurement of the Diffractive Longitudinal Structure
Function F? at HERA

H1 Collaboration

Abstract

First measurements are presented of the diffractive cross secljonxy at centre-of-
mass energieg/s of 225 and252 GeV, together with a precise new measuremen{/at
of 319 GeV, using data taken with the H1 detector in the yeHi86 and2007. Together
with previous H1 data a}/s of 301 GeV, the measurements are used to extract the diffrac-
tive longitudinal structure functiorFf) in the range of photon virtualitie$.0 < Q? <
44.0 GeV? and fractional proton longitudinal momentum Igss10~* < zp < 3-1073.
The measure(F[{) is compared with leading twist predictions based on diffractive parton
densities extracted in NLO QCD fits to previous measurements of diffractepnelastic
Scattering and with a model which additionally includes a higher twist contribdgoirred
from a colour dipole approach. The ratio of the diffractive cross sadtiduced by lon-
gitudinally polarised photons to that for transversely polarised photonstiactéed and
compared with the analogous quantity for inclusive Deep-Inelastic Scatterin
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1 Introduction

The observation that a significant subset of Deep-Inel&tattering (DIS) events at HERA
contain a large gap in activity in the forward region [1] pnoted much theoretical and experi-
mental work. Such large rapidity gap topologies signify bbaosinglet or diffractive exchange
and HERA has proved to be a rich environment for their study.particular, the study of

diffractive DIS (DDIS), both inclusive and exclusive, hagpplied a wealth of experimental
data with a hard scale given by the photon virtuality, stiatinlg the theoretical understanding
of diffraction in terms of perturbative quantum chromodgmes (QCD).

It has been shown that the neutral current DDIS proegss e X p at HERA obeys a QCD
factorisation theorem [2]. This allows for a descriptiorDddIS in terms of parton densities con-
voluted with hard scattering matrix elements. The diffraeparton density functions (DPDFs)
depend on four kinematic variables, so an additional assomjs often made whereby the pro-
ton vertex dynamics factorise from the vertex of the hardtsdag, as shown in figuré. While
this proton vertex factorisation has no complete founcatiotheory, measurements of DDIS
from both H1 [3-5] and ZEUS [6] show that it holds well enougicts that next-to-leading or-
der (NLO) QCD fits can be made to the data [3,7-9]. The DPDFsdkpend only on the scale
Q? and the fractiorr of the total longitudinal momentum of the diffractive exalge which is
carried by the parton entering the hard scattering.

Measurements of the dijet cross section in DDIS allow tektek@DPDFs extracted in fits
to inclusive DDIS data. This process, which is known to be whated by boson-gluon fusion,
is particularly sensitive to the poorly known gluon DPDF atgle > and has thus been used
successfully to distinguish between different DPDF sejs [BDIS events containing charm
particles in the final state have similarly been used to tesgtuon DPDF [10].

As in the inclusive DIS case, the cross section for DDIS caexdpeessed in terms of a linear
combination of structure functiong;” and FP [11]. While FY describes the total photon-
proton processt? is only sensitive to the longitudinally polarised photomtdbution. As for
its inclusive counterpart;'? is thus zero in the quark-parton model, but may acquire azeso-
value,0 < FP < F in QCD, with leading twist contributions dependent on bothdfffractive
quark and gluon densities [12]. A measurement'$fprovides a powerful independent tool to
verify our understanding of the underlying dynamics of @itition up to NLO in QCD and to
test the DPDFs. This is particularly important at the lowesalues, where direct information
on the gluon density cannot be obtained from dijet data dk@ematic limitations and where
novel effects such as parton saturation [13] or non-DGLARaatyics [14,15] are most likely to
become important.

Previous attempts to measufg’ [6, 16] have exploited the azimuthal decorrelation be-
tween the proton and electron scattering planes expectedodnterference between the am-
plitudes for transverse and longitudinal photon polarset [17]. However, due to the rel-
atively poor statistical precision of the measurement, rgults were consistent with zero.
The H1 collaboration has recently published measuremdriteeanclusive structure function
Fr(z, Q%) [18,19] using the centre-of-mass energy dependence oflBess section at fixed
x and@?. A similar approach has been proposed to extfg¢{20].

In addition to measuring”? itself, it is interesting to compare the relative sizes o th
diffractive cross sections induced by transversely anditodinally polarised virtual photons.
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Figure 1: A diagram of the diffractive DIS process — ¢Xp orep — eXY. The dotted line
indicates where the diagram can be divided under the assumydtproton vertex factorisation.
The kinematic variables are defined in section

This comparison has previously been made for inclusive Dibexclusive vector meson pro-
duction through the study of the photoabsorption rafto= o /01 , whereo;, andor are
the cross sections for the scattering of longitudinally &magchsversely polarised photons, re-
spectively. WhilstR is only weakly dependent on kinematic variables in the Digme for
inclusive cross sections [18, 21], a strong dependena@?ds observed for vector meson pro-
duction [22], the longitudinally polarised photon crosstgm becoming much larger than its
transverse counterpart at larg®. Since DDIS incorporates vector meson production and re-
lated processes at large but exhibits kinematic dependencies which are similathtsé of
inclusive DIS at lowz, it is not easy to predict its photoabsorption ratio. By agglwith the
inclusive DIS case, we define” = FP /(FP — FP) for diffraction. The double ratidz” /R
thus measures the relative importance of the longitudireatld transversely polarised photon
cross sections in diffractive compared with inclusive taratg.

In this analysis, positron-proton collision data takeniffecent proton beam energies with
the H1 detector at HERA in the ye&a2806 and2007 are used to measure the diffractive cross
section at intermediate and large inelasticitiesDedicated low and medium energy (LME)
data with proton beam energies Bf = 460 and575 GeV are analysed together with data
at the nominal beam energy 820 GeV. Previously published data at a proton beam energy
E, = 820 GeV [3] are used in addition. The positron beam energ¥7$ GeV in all cases.
These cross sections are used to extigettogether with the ratid?” and the double ratio
RP/R.



2 Kinematics and cross section definition

The kinematic variables used to describe inclusive DISleerirtuality of the exchanged boson
(?, the Bjorken scaling variable and the inelasticity variablg, defined as:

2
2 _ 2 (1. 1N\2 _ Q :P'q

(1)

wherek and k£’ are the four-momenta of the incoming and outgoing positroaspectively,
and P is the four-momentum of the incoming proton. They are reldtes, the square of the
centre-of-mass energy, 6y’ = sxy.

In diffractive events, the hadronic final state can be digid®o two systemsX andY
which are separated by the largest gap in rapidity. A diagi@nthe DDIS process is shown
in figure 1. The systenY” is either the elastically scattered proton, which is the thamt state
in the kinematic range studied here, or its low mass exoiati In addition to the standard
DIS variables and the squared four-momentum transfer aprb@n vertex,, the kinematic
variablesr p and are useful in describing the diffractive DIS interactiorh€l are defined as:

2
ep =1 (P —py) G- Q ’
q- P 2q- (P —py)

wherepy is the four momentum of the elastically scattered protonf@sdow mass excitation.
The variabler p is the longitudinal momentum fraction of the proton carrisdthe diffractive
exchange and is the longitudinal momentum fraction of the struck quarkhaespect to the
diffractive exchange, such that= z (. In the simple quark-parton model, = =z, while for
higher order processe8,< [ < z. The results are discussed in terms of a diffractive reduced
cross sectiony? (3, Q?, xp), related to the measured differential cross section by:

(2)

d30.e —eXY 27T()ng
dx]pgﬁd@ TR0t Ve - 07 (ap, 5,Q% ), (3)

whereY, = 1+ (1 — y)?. The diffractive reduced cross section is related to thiradifive
structure functions by:

o/ (ap, 8,Q%y) = B (ep,5,Q°) - %QFLD“’) (. B, Q%). 4)
+

Due to the suppression temfi/ Y, , the diffractive reduced cross section is only sensitive'tb
at large values of.

As the final state systeii is not measured in this analysis, the cross section is iatedr
over ranges in its masky and int. These ranges are chosen to be

My < 1.6 GeV, |t| < 1.0 GeV?, (5)

corresponding to the acceptance of the H1 detector in threafor direction and for consistency
with previous measurements.



3 Models of FP

The relationships between the diffractive structure fiomg and the DPDFs have been shown
to be analogous to those of the inclusive case in the limitrevitiee proton mass andmay

be neglected compared with other relevant scales in theactien [11]. The diffractive DIS
structure function”? is then directly sensitive to the singlet quark DPDF and ttediisg vi-
olations,0F /01n Q?, provide a measure of the gluon DPDF. NLO QCD fitsrfd at low to
intermediatey values, sometimes supplemented by dijet data, thus pr@RieFs which lead
to predictions off’? at leading twist. By analogy with the inclusive case [12,28§l assuming

collinear factorisation [2], the NLO expression fELD(?’) in the MS scheme is

2 1
F]?(B)(6>QQ’$P) = %ﬁf)/ﬁ‘ dz % Zﬁeifk <§7 QQa xP) + fg (§7Q27$P) (1_ Z) ) (6)
k={q.,q}
where f, and f, are the quark and gluon DPDFs andis the electric charge of quark flavour
k. At the relatively large3 values at which”P can be measured at HERA, both the quark and
the gluon densities are predicted to make important canttdhs toF” , despite the dominant
role played by gluons in DDIS in general [3,7].

In this paper, theg"? measurement is compared with predictions derived from tw®N
QCD fits to inclusive DDISs” data [3], which are labelled ‘H1 2006 DPDF Fit A’ and ‘H1
2006 DPDF Fit B'. Proton vertex factorisation is assumed athbcases and the diffractive
quark densities are very similar in the two fits. However, tive DPDF fits differ in their pa-
rameterisations of the gluon density, which leads to cansilole differences at large fractional
momenta [3], where the constraints from inclusive DDIS data are p@mrresponding differ-
ences are visible between the Fit A and Fit B predictions/fgr. The ‘H1 2006 DPDF Fit B’
DPDFs give the better description of diffractive dijet ppation at HERA [9] and are therefore
used as the default here.

A complementary approach to modelling diffractive DIS iseoed by dipole models [24,
25]. Viewed in the proton rest frame, the incoming virtuabpdn fluctuates into ag pair or
higher multiplicity state, whose scattering strength frima target is governed by a universal
dipole cross section. Dipole models which are applicabl®BS generally contain three
contributions [24, 26]: leading twist terms correspondioghe scattering ofg andqgg dipoles
derived from fluctuations of transversely polarised phetaand a higher twist contribution
(suppressed liké/Q?) in which ¢q dipoles are obtained from longitudinally polarised phaton
Dipole models thus tend to neglect the leading twist coatidim to 7’2 which emerges naturally
from NLO DPDF fits. However, the higher twist contribution £’ is of particular interest,
since it can be predicted in perturbative QCD [27], by couplayg dipole to a two-gluon
exchange in a similar phenomenology to that successfupiiiegbto vector meson cross sections
at HERA [28]. In many dipole-inspired models, this higherstacomponent is the dominant
feature ofs? at large and low-to-moderaté)?.

In a recent hybrid approach to fitting”’ [29] (labelled ‘Golec-Biernat & tuszczak’ here),
the leading and higher twist contributionsfg’ are included simultaneously. A parametrisation
similar to that in [3] is used for the diffractive quark andugh DPDFs, but the higher twist
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longitudinal photon contribution is also included via treg@metrisation employed in [24]. The
quality of the fit to thes” data is similar with and without the higher twist term. Howeg\its
inclusion leads to a sizeable effect on the diffractive gldensity at large fractional momenta
and the higher twist contribution dominates the resultinediztions forF? for 32 0.6 at the
lowest(? values considered here.

4 Experimental Method

4.1 H1 detector

A detailed description of the H1 detector can be found elsee/[80] and only the components
essential to the present analysis are briefly described hEne origin of the H1 coordinate
system is the nominadp interaction point at the centre of the detector, with theclion of
the proton beam defining the positiveaxis (forward direction). The polar anglé)(is defined
with respect to this axis and the pseudorapidity is defineg-as— In tan(6/2). The azimuthal
angle¢ defines the particle direction in the transverse plane.

The analysis uses several of the tracking detectors of Hyingeprimarily on the two con-
centric central jet chambers (CJC) and the central silicarkea(CST) [31], which measure the
transverse momenta of charged particles in the angulaer2iiig< 6 < 160°, together with the
backward silicon tracker (BST), which is positioned arotimel beam-pipe in the backward di-
rection. Complementary tracking information is obtaineshirthez drift chamber COZ, which
is located in between the two cylinders of the CJC, the forwditbsa tracker (FST) and the
forward tracking detector (FTD). The central inner propmral chamber (CIP) [32] provides
trigger information on central tracks, the FST and BST amdus improve the overall vertex
reconstruction and the FTD is used to improve the hadronal 8tate reconstruction of low
momentum particles in the forward direction.

In the backward regior-4.0 < n < —1.4, a lead-scintillating fibre calorimeter (SpaCal) is
used for the identification and measurement of the scatf@eiron, with an energy resolution
for electromagnetic showers of £)/E ~ 7.1%/+/ E/GeV &1%. Importantly, it also provides
a trigger down to positron energies BfGeV. The hadronic section of the SpaCal is used
in the reconstruction of the hadronic final state, espgciatlthe highy values accessed in
this analysis. The liquid argon (LAr) calorimeter covere ttange—1.5 < n < 3.4 and is
also used in this analysis in the reconstruction of the hadrbnal state. It has an energy
resolution ofo(F)/E ~ 50%/+/FE/GeV for hadronic showers, as obtained from test beam
measurements [33].

Several of the forward detectors of H1 are used in conjunodh the LAr to determine
whether or not an event contains a large rapidity gap clogbdmutgoing proton direction.
The forward muon detector (FMD) comprises two sets of thirge chambers, separated by a
toroidal magnet, covering the range < n < 3.7. Only the three layers closest to the interac-
tion region are considered in this analysis. A dedicatednstruction algorithm efficiently de-
tects secondary particles produced through the inter@tdproton dissociation products with
the beam-pipe or other accelerator elements, giving the EM@ffective coverage extending
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to around; = 6.5. The Plug is a calorimeter consisting of four double laydrsomtillator and
lead absorber, read out by photomultipliers. It is situaed = 4.9 m and covers the range
3.5 < n < 5.5. The final forward detector component used in the analysmeés station of
the forward tagging system (FTS), consisting of scintiiatsituated around the beam-pipe at
z = 28 m covering approximatelg.0 < n < 7.5.

Positrons scattered through very small polar angles canetbectbd with a calorimeter
(ETAG) placed atz = —6 m downstream in the positron beam direction. The luminosity
is determined from the Bethe-Heitler scattering procedsiclvis measured using a photon
calorimeter at = —103 m.

4.2 Data samples

Three samples are analysed to provide data at differentezefimass energies in different
kinematic ranges, as shown in tatile

E, NG Q? range y range Luminosity
(GeV) | (GeV) (GeV?) (pb™1)

460 225 |25 <Q?<100/0.1<y<0.9 8.5

575 252 [25<Q?<100]0.1<y<0.9 5.2

920 319 |7.0<@?<100|0.1 <y <0.56|126.8

Table 1: Summary of the data samples used in the analysis.

In addition to these data, cross section measuremeriits-at820 GeV from a previous H1
publication [3] are used to extraét” in the same kinematic range.

4.3 Event selection

Dedicated ‘highy’ triggers are used for the LME datasets in order to allowgeigng on energy
depositions as low a&GeV in the SpaCal. Fog > 0.6 (0.56) in the460 (575) GeV data, the
SpaCal trigger decision is combined with information frorea 8ST or CIP in order to reduce
the rate. For lowey values, corresponding to high energy depositions in theC8pariggers
based on SpaCal-only information are used for all three degag he combined efficiency of
the LME highy triggers is around9% for positron energies abovieGeV, as monitored with
independent triggers. The data are corrected for this oieffcy, which has a small depen-
dence on the radial position of the scattered positron inSpaCal,R;,...;, due to the track
requirement. The combination of SpaCal-only triggers usesdehnegligibly small inefficiency.

The event selection is based on the identification of thetexeat positron as a localised
energy deposition, a cluster, of more tham(12.0) GeV in the SpaCal in the LMEY0 GeV)
data. Backgrounds due predominantly to photoproductiongsses, where the scattered positron
is lost down the beam-pipe, are reduced by requiring thabiprithmic energy-weighted clus-
ter radiusy,4, is smaller thard cm and that the energy measured in the hadronic section of the
SpaCal associated with the cluster is less tha of the cluster energy. If the highest energy
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cluster fails to fulfil these selection criteria, the secamdl third highest energy clusters are
considered in turn. QED Compton contributions,— evyp, are suppressed by rejecting events
with two back-to-back clusters.

For the LME data, the background is further reduced by demngna ‘linked track’ that
can be extrapolated to the SpacCal cluster within a radiahdcsg of3 cm. The linked track is
reconstructed using a dedicated algorithm incorporatifgrmation from both the CJC and the
BST [34]. Geometrical cuts are applied to keep the trackoweptance high and track quality
requirements are applied, reflecting the geometry of thesectbrs.

In order to further reject background, a reconstructed evertex is required to lie within
35 cm of the nominal interaction point for all data samples. idew to guarantee a high vertex-
finding efficiency, the measurement is restricted to the rkiagc rangey > 0.1. An algo-
rithm combining calorimeter and tracking information, whioptimises precision while avoid-
ing double-counting, is used to reconstruct the four veofathe hadronic final state (HFS)
particles [35]. For all datasets, the quanfity £ — p.);, where the sum is over the energy
minus the longitudinal momentum of all final state particles including the scattered positro
is required to be greater th&a GeV. This quantity should peak at twice the incident positron
energy, i.e.55 GeV, for fully reconstructed DIS and DDIS events alike. This qbates the
background rejection criteria of the inclusive event sedec

At low positron energies, the photoproduction backgrowerdains large after all cuts. Fol-
lowing the procedure explained in [18], this residual backpd is estimated from the number
of eventsNy, ¢ passing the full analysis selection and having a negatsiedyged track linked
to the SpaCal cluster. The photoproduction background ise@ep to be approximately charge
symmetric and therefore corresponds to approximéeialy, . However, a small asymmetry in
its charge composition has previously been measured [18]s The photoproduction estimate
IS 1.98 Ny, Which is statistically subtracted from the sample.

Diffractive DIS events are selected as a subsample of tHasiwe DIS event sample on
the basis of a large rapidity gap in the forward direction. eTgseudorapidity,,.. of the
forward-most energy deposit aboge0 MeV in the LAr calorimeter is required to be less
than3.3. In addition, the FMD, Plug and FTS are required to have noatligble signal above
their typical noise levels. The combined efficiency for o#ileg proton dissociative events with
My 2 1.6 GeV is greater tha99%. These requirements select a subsample of events where the
hadronic final state is separated into two systeéfnandY by a large rapidity gap. The system
Y, which is predominantly a single proton, escapes undedetdern the beam-pipe, while the
systemX is fully contained in the main H1 detector.

In order to maintain a high efficiency for the vertex reconstion of the DDIS event sam-
ple, an additional fiducial cut is required to avoid casesrelheth the final state syste and
the positron are outside the acceptance of the CJC. The redierevibothR,,qce; < 40 cm
andn,... < —1.7 is removed from the analysis, after which the vertex-efficieis high and
well understood throughout the measured phase space.ly-ih&re must be at least one re-
constructed HFS particle to define the syst&m

The inclusive DIS event kinematics are reconstructed udiffgrent methods depending
on they range of a given dataset. For the LME data, only informatromfthe reconstructed
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scattered positron is used, as this method has the bestitiesct largey:

!

E, . 5.0
y = 1—581102(5) Q°

E 2sin%(6, 2
:—el—y( ) xzcj—y. (7

Here, £, is the energy of the incident positron afy andd, are the energy and polar angle of

the scattered positron, respectively. For @& GeV data, a method with better performance at
low y is used [36]:

274Ee2(1_y) :Q_2

_ el 7Y 8
tan2 6, /2 v sy’ ®

y=ve tyal—ya)  Q
wherey, = tan (vy/2)/[tan (6./2) + tan (y/2)] and~ is the polar angle of the hadronic final
state.

The four momentum of the final state systémis reconstructed as the vector sum of all
HFS particles. Its mas§/y is reconstructed as:

Yy
My = f(nmax)\/ (B2 =2 =12 = ) s (©)
where(E, p,, py, D:) s denotes the four vector of the HFS and= (£ — p.),../2E.. The
termy /y;, improves the resolution and the functig(v,,...) is determined from simulation and
corrects for detector losses tf — 20%. The diffractive variables are then reconstructed as:

Q2

T

ep = % (10)

4.4 Corrections to the data and simulations

Monte Carlo (MC) simulations are used to correct the data ®d#tector effects of acceptance,
inefficiencies, and migrations between measurement iatervlhe DDIS signal is modelled
for xp < 0.15 using the RAPGAP [37] generator, with H1 2006 DPDF Fit B [3}las input
DPDFs. Higher order QCD radiation is modelled using initiatldinal state parton showers
in the leadinglog(Q?) approximation [38]. Hadronisation is simulated using thandl string
model [39] as implemented in PYTHIA [40]. As RAPGAP is a lesgliorder MC generator
simulating onlyF}?, the effect of P has been simulated by weighting RAPGAP events by the
ratioo? /FP as given at NLO by H1 2006 DPDF Fit B. This is important at higim order to
describe the data. At lo@®?, H1 2006 DPDF Fit B undershoots the data, as observed pyiou
[3]. RAPGAP is therefore reweighted f6r* < 7 GeV? by a parametrisation of the ratio of the
previous data to H1 2006 DPDF Fit B. Resonant contributiorthé diffractive cross section,
important at lowQ? and low My < 5 GeV, are modelled using the DIFFVM [41] generator.
The DIFFVM generator is also used to simulate proton disgva events with\/y < 5 GeV

to correct the measurements to thg- andt¢ ranges given in equatiohunder the assumption
of proton vertex factorisation. The small non-diffractiéS background fromx:, > 0.15 or
My > 5 GeV is modelled using DJANGO [42], while the COMPTON program [#3lised to
model the QED Compton process, important at very ldw.
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The generated events are passed through a full GEANT [44]latron of the H1 detector.
The simulated events are subjected to the same reconstrantd analysis chain as the data.
More details of the analysis can be found in [45].

Figure 2 shows the energy distributions for positron candidatehenUME datasets. In
addition to the simulation described above, the photoprbdn estimate using the number of
candidates with the wrong charge, and the total backgroxpdaation are also shown. The
data are well described down to positron energies 61GeV.

The quality of the calibration of the systel in the sensitive region at higp is illustrated
in figure3, whereX; (E—p,); peaks at the expected valuexdfGeV and is well described by the
simulation. At largey, the hadronic energy measurement is strongly influencetdhadronic
energy response of the SpaCal, which has been calibrategl insinsive DIS events [45]. The
influence of varying the SpaCal hadronic energy scale-bY is indicated in the figure.

They, § andlog(zp) distributions in the data are compared with the total exgtémt in
figure 4 for all three datasets. Again, the photoproduction estnzeid the sum of all other
background sources are also shown. The quality of the gxriis good in all cases.

4.5 Cross section extraction

The data are analysed in tw@? ranges. Fo? > 7 GeV?, data are available from all three
datasets afy, = 460,575 and920 GeV. For2.5 < Q2 < 7.0 GeV?, only data from thel60
and575 GeV datasets are analysed. Previous measurementsat820 GeV [3] are used in
addition in theQ)? andz » range of the LME data. Th@?, z» and3 values of these published
data have been adjusted to the values of the current analyisig a parameterisation of’
derived from H1 2006 Fit B, a procedure which results in aaysttic uncertainty ot % at

zp = 0.003 and3% atxp = 0.0005. The reduced cross section is extracted as a function of
3, @* andx p from measurements of the differential cross section adegrb equatiors. The

@Q? andx» measurement intervals are large and have been optimisele@xtraction ofr?

in as broad a kinematic range as possible.

The data are corrected for efficiencies and migrations batweeasurement intervals using
the MC simulation described in sectidnt. The acceptance, as calculated from the MC model,
is required to be above0% for all points and is much larger than this except at the laws
andxp. Purity and stability are larger thar50% in all bins. For the LME data, the estimate
of the photoproduction background using the number of catds with the wrong charge,
Nwe, is subtracted bin-by-bin fay > 0.6, while below this value the background is negligible.
Inclusive DIS and QED-Compton contributions are also sw#ich bin-by-bin using the MC
simulations described in sectidnt. The parametrisation ef? using H1 2006 DPDF Fit B is
used to correct the data to the centi#l = and3 values quoted. A8 — 1, the shape of the
cross section is largely unconstrained by data and varieklgudue to resonant contributions,
making the correction to a single point in the phase spadel@mmatic. Thus, in the highest
bin, the average cross section in that interval is given.

Purity is defined as the fraction of reconstructed MC evengsmeasurement interval which also originated in
the same interval at the hadron level. Stability is the faacof MC events in a measurement interval at the hadron
level which are also reconstructed in that interval.
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The diffractive reduced cross section is integrated over\ty and¢ ranges given in equa-
tion 5. DIFFVM is used to calculate the correction to this phasespahich varies with proton
beam energy. The correction factors aret, 1.06 and1.15 for the 460, 575 and920 GeV data,
respectively.

For use in forming the ratid:” / R, inclusive cross sections are measured in the same bin-
ning scheme as is used for the diffractive measurementgubkeprocedure described in [18].
As the statistics for the inclusive DIS sample are larges,ldhckground subtraction is more so-
phisticated. The numbeY of events passing the full analysis selection and havingraasin
the ETAG photoproduction tagger and a negatively chargaed track associated to a SpaCal
cluster provides another estimate of the photoproductekground. For thé60(575) GeV
data, at lowy < 0.6(0.56), the photoproduction estimate us®¥s, while for highery the pho-
toproduction background is estimated using the number odidates with the wrong charge,
Nwc. Forthe920 GeV data, the estimate based on positron-tagged events is arsaitly.

4.6 Systematic uncertainties

A full systematic error analysis is performed, which caligfeonsiders correlations between
measurement intervals and data at different centre-osraasrgies. The sources of systematic
uncertainty that have correlations between cross sectieasarement points at differert,
values are as follows.

e The uncertainty on the electromagnetic energy scale of gaC8l is0.2% at the kine-
matic peak ofE, = 27.6 GeV, increasing linearly such that it would &t at £, =
1 GeV.

e The possible bias ifi, is estimated using the mean difference in polar angle betwhee
linked track and the SpaCal cluster, which is measured todsethanl mrad.

e Noise is simulated in the LAr calorimeter using randomigdgered events. The fraction
of energy identified and subtracted as noise is known to agiocof 15%.

e The hadronic section of the SpaCal is calibrated to a pretizié%. The uncertainty on
the hadronic energy scale of the LAr calorimete2 and is found to have only a small
effect on the cross sections in the present analysis.

e The efficiency of the cut on the logarithmic energy-weightkecster radiusy;,,, is known
to a precision 00.5%, 1.5% and3% for 0.6 < y < 0.7,0.7 < y < 0.8 and0.8 < y < 0.9,
respectively.

e The charge asymmetry in the lepton candidates from photiyataon background events
of 0.98 is known to4% precision [18].

e The RAPGAP MC is weighted by the ratio ef’ /F'” in order to describe the data at
high y. The associated uncertainty is evaluated by replaéifign the expression used
for o in the reweighting procedure (equation 4) by eithér- FP or 1.5 - FP.
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e The kinematic dependencies of the model used to correciataeade generally well con-
strained from previous measurements. The uncertaintitisean s andz p dependencies
are evaluated by weighting the generator-level kinematjaes™, 509, (1 — 3)*0% and
(1/2p)%%. The effects of weighting inand(1 — 3) are found to have a negligible effect
on the measured cross sections.

e The uncertainty due to the resonant contributions moddlieDIFFVM is evaluated by
calculating the change in acceptance when including thigribwition in the simulation
or not.

e The non-diffractive DIS and QED-Compton backgrounds areetied using MC simu-
lations and are statistically subtracted from the data. idrediffractive DIS background
has a negligible effect in this analysis except at the highps The QED-Compton events
are only relevant fo/x — 0. The normalisations of these backgrounds are controlled
at the level ofl00% and30%, respectively.

e The corrections due to the finite measurement intervals¢bitre corrections) are sub-
ject to an uncertainty, which is evaluated from the changéase corrections when this
procedure is carried out using the H1 2006 DPDF Fit A and FiaEameterisations of the
reduced cross section. The uncertainty is very small exatdptges, where the shape of
oD is not well constrained, and at lo# corresponding to high.

Sources of experimental uncertainty which lead to systereators which are not correlated
between data at differerff, values are the statistical errors of the MC simulations dred t
following.

e The vertex reconstruction efficiency of the CJC is controttethe level of2% for zp >
1073 and10% for 10~* < zp < 1073.

e Thetrigger efficiency i 99% and measured with a precisionidf, using independently-
triggered data.

e The uncertainty in the efficiency of linking a track to a Spa€latter is1.5%.

e The uncertainty on the efficiency of the forward detectoestbn for rejecting proton
dissociative events 5% [45].

The model dependent uncertainties on the factors appliedriecting the measurements to
the M,y andt ranges given in equatiohare evaluated using the method described in [3]. The
resulting normalisation uncertainty’s arg for all beam energies, dominated by the uncertainty
on the ratio of proton elastic to proton dissociative crasstions. This is added in quadrature
to the uncertainty oB(4)% on the luminosity measurement to obtain the total normidisa
uncertainty of7.6(8.1)% for the 920 GeV (LME) data.

A full decomposition of the systematic errors on the measuwr®ss sections is given in
tables2, 3 and4. Correlated sources of uncertainty that are always smdibm2% and are
never the dominant correlated source in a single bin areteditor the LME data, the precision
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of the cross section measurements is statistically limiettie region of greatest sensitivity to
FP at highy. Elsewhere in the LME data, the systematic errors are oflainsize to the
statistical errors. The precision df; reached in the best-measured regions forabe GeV
data is the highest accuracy achieved in H1 measuremenfstfdate. The&)20 GeV data are
limited by the systematic uncertainties throughout the suezd range, the dominant source of
systematic uncertainty varying with the kinematics. Thgdat correlated uncertainty at low
xp comes from the modelling of the LAr noise, with the vector oresimulation also playing
an important role. At low3 (highy), whereF'? is measured, the largest sources of uncertainty
are the photoproduction background subtraction, the effy of ther,,, cut and the model
dependence arising from thg” treatment in the MC simulation. The uncertainty arisingiiro
imperfect knowledge of the bin-centre corrections can aksdarge, typically at largg, low
xp or low Q2.

4.7 Extraction of F?

The separation of” and 7P follows a similar procedure to that which was used to extiiaeir
inclusive counterpart$; and £, [18]. The diffractive reduced cross section is integrateero
the My andt ranges given in equatioh The uncertainty on correcting an individual dataset
to that range is larger(t) but strongly correlated between datasets. The residéfateince in
normalisation between the three datasets after all caorecis determined from comparisons of
ob atlowy to be2%. In order to extract” optimally, the cross sections are normalised to the
H1 2006 DPDF Fit B result in a range where the sensitivity'fdis minimal, but the statistical
precision and kinematic overlap of the data is still suffitieData in the rang€&)? > 7 GeV?,

zp = 0.003 andy < 0.38 (0.3 and0.3) for the 460 (575 and 920 GeV) datasets are used,
yielding normalisation factors d#.97, 0.99 and0.97, respectively. As the published data at
820 GeV were included in the analysis of the data used as input to h2396 DPDF Fit B,
they are already consistently normalised.

Following this normalisation procedure, the diffractiangitudinal structure functiod’”’
can be extracted directly from the slopeaff as a function of,? /Y, for each set of)?, zpp
andg values. A linear fit is performed, taking only the statistieerors, é.;, into account in
order to calculate the statistical uncertainty/gf. The fit is repeated, adding the statistical and
uncorrelated errors in quadratuig,,; ..., to calculate the measured valuefgf and the sum
of its combined statistical and uncorrelated errors. Fehearrelated systematic error source,
each of the cross section points is adjusted according tpdkiive and negative shiftsnd
the fit is repeated usind....... for the errors on the cross section points. The errofghis
taken as half of the difference between fits to the positivera@gative shifted data points. All
of these correlated errors are added in quadrature dvith, ;... to give the total error orf'?.
The normalisation uncertainty on the valuefdf is set by the normalisation uncertainty on the
cross section measurements and is therefar.

As only bin-averaged cross sections are available in thledsigp bin, F'? is not extracted
in that region.

2In fits which include the publisheg0 GeV data, a more conservative approach is used wherel82th€eV
data remain fixed. This results in a larger variation in tiepslofo” as a function of/? /Y, with a correspondingly
larger uncertainty od'?.
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4.8 Extraction of RP and the ratio R /R

The photoabsorption ratio for diffractio” = FP/(FP — FP), is extracted from linear
fits to the data by reparameterising equatiosuch thatR” and (F — FP) become the free
parameters of the fit:

0 = (Fy —F)+R°-(Fy = F) - (1—y*/Yy). (11)
The error onR” is calculated in the same way as 6, detailed in sectiod.7. The normali-
sation uncertainty cancels in this ratio.

In order to calculate the ratio dt” to its inclusive counterpalt = I /(F,— F}), the value
of R is extracted from the present data using a similar proceiutieat used fo?” described
above. Only data witl)? > 7 GeV? are used, where inclusive measurements are made at all
beam energies in this analysis. The statistical correiatlmetween the inclusive and diffractive
measurements are neglected and the systematic errorsareexsto be dominated by the error
on RP. Similarly to R?, there is no normalisation uncertainty on the ratig/ R.

5 Results

The measured diffractive reduced cross section valuestaiddrrors are given in tables 3
and4. Figure5 shows the reduced cross section as a functioft af fixedz» and@? for the
LME, 820 GeV and920 GeV datasets. Also shown is the prediction of H1 2006 DPDF Fit B,
which in general describes the data weltgt> 11.5 GeV?. Deviations of the measured cross
sections from the” predictions at low3 are evident in the LME data, where the highgst
values are accessed, notably@t = 11.5 GeV? andzp = 0.003. This shows the sensitivity
of the LME data toF’?. The extrapolation to lowe®? of H1 2006 DPDF Fit B, which only
included data with)? > 8.5 GeV?, is also compared with th@> = 4 GeV? data. The fit is
known to significantly undershoot the publisi&2) GeV data in this region [3], an observation
which is reproduced for the new measurements.

The new data atp = 0.0005, Q? = 11.5 GeV? andzp = 0.003, Q? = 44 GeV? include
the highests measurements obtained by H1 to date. They are in remarkalolgt ggreement
with the extrapolation of H1 2006 DPDF Fit B and support th@dthesis that? — 0 as
B — 1. There is thus no evidence in this region for a large highésttw” contribution as
predicted in some models [24, 26, 27].

The extraction oft'? via linear fits to the,? /Y, dependence of the reduced cross section at
different beam energies and fixé, 3 andzx p is shown in figures. The largest lever arm in
y?/Y ., and therefore the highest sensitivity &, is at the lowests. The data are consistent
with a linear dependence of® on y?/Y,, with a significant tendency for” to decrease as
y*/Y, increases for mogh?, x> and3 values. The values df? and their errors are given in
tableb.

The measurements &f”, at fixed values of)? andz p, are shown as a function gfin fig-
ure7. Significantly non-zero measurementsi¢jf are made for all values @92 andz p and five
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FP points are greater than zero by more ti3an The data are compared with the predictions
of the H1 DPDF Fits A and B [3] and with the Golec-Biernat & tagak model [29] (section
3). All three models are consistent with the data, althougietlis a tendency for the measure-
ments to lie above the predictions. Although the predictbfR29] lies significantly above both
Fit A and Fit B at large3, the experimental precision is insufficient to distinguistween the
models. The measured valuesidf are also shown in figure. The F;”’ measurements agree
well with the predictions of H1 DPDF Fit B fap? > 11.5 GeV?2. Within the uncertainties, all
measurements are consistent with the hypothesi9ithat’’ < FP.

Upper limits are derived on the valuesiBf andF'? at the95% confidence level in the high-
ests bins. The shape of the cross section across this bin is netknaith the different models
yielding very different predictions. Thus, no attempt isdedo correct the cross section values
to a point, or to interpolate the average value of the cross®eover the bin. Rearranging
equationt and assuming thax < F” < FP gives the relationp F), < zpo] /(1 —3*/Y,).
The upper limits ab5% confidence level are calculated usifig= 0.76, which gives the most
conservative limit for the bin. The best of the limits ob&ihfrom the three different beam
energies are given in tabfeand are shown in figuré. The upper limits on¥’? are consistent
with all models considered.

A summary of theF’? measurements is given in figuse where the data points from all
five Q? andz values are shown as a function @fand compared with the H1 2006 DPDF
Fit B prediction. In order to remove the significant deperdeonz », the 2 points have been
divided by a factorf;p/,, taken from [3], which expresses the measurgddependence of the
data, assuming proton vertex factorisation. The remaidiagontinuities in the prediction are
due to itsQ)? dependence. After dividing bfip/,, the two upper limits in the largegtbins are
very similar and for clarity only the lower upper limit is slva. TheF? data cover a large range
in longitudinal fractional momentu®.033 < § < 0.7 and are compatible with the predicted
slow decrease with increasimy The data have a tendency to lie above the prediction althoug
the precision is limited. The most significantly positi#&’ measurements lie in the region
G < 0.5, which contrasts with models of diffraction such as [24,26hich do not include
leading twist contributions from longitudinally polarg@hotons.

The measurement dt” is shown as a function ¢f in figure9. Data with| R”| > 50 and a
relative uncertainty larger thar0% are not shown. The data are compatible with the prediction
based on H1 2006 DPDF Fit B, though they are also consistehtotlier models. The data
at Q> = 11.5 GeV? indicate that the longitudinally and transversely pokedigphoton cross
sections are of the same order of magnitu@® (~ 1 and > ~ 2FP). At Q? = 44 GeV?,
where largers values are accessed, there is a tendency for the data toole #ie prediction,
which tends to zero a8 — 1. There is no evidence for the steep risedfi which might be
expected at largg if configurations similar to vector meson electroproductwere dominant
in this regiord. The values of?” and their errors are given in talie

The relative importance in inclusive and diffractive sedttg of the longitudinally po-
larised photon cross section compared with its transveos@terpart is investigated via the
ratio R” /R, shown as a function of in figure 10. Only data withQ? > 7 GeV?, where a
measurement aR is possible in this analysis, are used. Data With' / R| > 20 and a relative

3The smallest dissociation mass accessedilis = 2.2 GeV, for the data point at: = 0.0005, Q? =
11.5 GeV? andj = 0.699.
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uncertainty greater than0% are not shown. The ratio data suggest that the longituginall
polarised photon contribution plays a larger role in thérddtive than the inclusive case. Aver-
aged over all dataR” /R = 2.8 + 1.1. The data are well reproduced by the ratio of predictions
from H1 2006 DPDF Fit B and an H1 fit to inclusive DIS data, H1 PIOR9 [46]. At highQ?,
corresponding to highr and therefores, the prediction decreases towards zera:as 1. The
data are consistent with such a decrease with increasmighin large experimental uncertain-
ties.

6 Conclusions

First measurements of the diffractive reduced cross seeticentre-of-mass energigsés of

225 and252 GeV are presented, together with a precise measuremeyit af 319 GeV. The
reduced cross section is measured in the range of photaraliits4.0 < Q? < 44.0 GeV?

and of the longitudinal momentum fraction of the diffraetiexchangé-10~* < xp < 3-1073.
The reduced cross section measurements agree well witicpoed derived from leading twist
NLO QCD fits to previous H1 data in the region of validity of the flrhe data at high and
medium inelasticityy are used to extract the first measurement of the longitudiiffahctive
structure functionF’?. There is a tendency for the predictions to lie below e data, but the
data are compatible with H1 2006 DPDF Fit A and Fit B as well @b @model which includes

a higher twist contribution at hight, based on a colour dipole approach. The procedure also
allows a simultaneous extraction #f°, independently of assumptions made Bfi, in the
same kinematic range. The? measurements agree well with the predictions of H1 DPDF
Fit B for Q% > 11.5 GeV?. Within the uncertainties, all measurements are congisteh the
expectation that < FP < FP.

The ratioR? of diffractive cross sections for longitudinally to tramssely polarised pho-
tons is measured in the same kinematic range/asAt fixed Q* andz p, this ratio is relatively
flat as a function off and suggests that the cross sections for the two polanmsstaies of the
photon are of comparable size. The ratio®f to its inclusive scattering counterpaf, is
extracted in the regio)> > 11.5 GeV% The R” /R data indicate that the longitudinally po-
larised photon cross section plays a larger role in theatitive than in the inclusive case. The
RP and RP / R measurements are well reproduced by the predictions baseid @006 DPDF
Fit B and the H1 PDF 2009 inclusive PDF set.
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¢c

oy Q2 /6 ‘/L‘PO—T’D 5stat 6unc 5007“ 6tot 66[8 50 57101' 6spa 5Tlog 5asy 5777.0(1 5ﬁ 51‘1}3 5vm 5com 5bcc

[ GeV?] (o] | (%] | (%] | ] || (%) | (%] | [%] | [%] | [%] | (%] | [%] | [%] | (%] | (%] | [%] | [%]
0.0005 | 4.0 0227 [ 0.0175 | 14.2 [ 17.4 [15.2]20.2 | 2.4 | -0.7| 63 | 39 | 3.7 | —0.9] 03 | 25 |08 | 82 | -04] 7.1
0.0005 | 4.0 0.323 |[0.0302|10.4 |11.6| 9.5 | 183 | 2.0 | 1.4 | 6.6 | 3.1 | -0.0| 0.0 | 0.7 | 0.9 [ 0.0 | 47 | 0.0 | 2.0

0.0005 | 11.5 0.570 0.0448 | 13.2 |11.0| 87 |184 | 1.8 | 0.2 | 70 | 1.3 | 0.3 |—-24|-26| 04 |13 | 0.8 |=82| 1.0
0.0005 | 11.5 0.699 0.0640 | 14.0 | 12.1 | 14.8|23.7 1.1 | 1.3 | 125 | 16 | 09 |-05] 09 | 1.0 | 0.0 | 6.7 |-0.5| 3.8
0.0005| 11.5 |0.76 —-1.0(0.018| 88 |10.7|149]204| 22 | 0.6 |126| 1.2 | 03 | 0.0 | 1.8 | 0.7 | 0.0 | 45 | 0.0 | 0.0

0.003 4.0 0.033 0.0120 96 | 5.1 | 6.3 |12.2 1.7 | -06|—-0.0| 0.1 | =5.7|—-24|-29|-0.2] 3.1 |-06]|—-0.1|—-0.8
0.003 4.0 0.041 0.0132| 80 | 49 | 53 |10.8| 09 |-10|-06|—-00|—-41|—-05|—-14|-12]04 |-03]| 0.0 | -0.6
0.003 4.0 0.054 0.0135| 56 | 3.7 | 40 | 78| 19 |-0.7|-06|—-03|-15| 00 |-0.2|-1.8| 0.0 |-04|—-0.1| 0.6
0.003 4.0 0.085 0.0188| 83 | 49 | 54 |11.0| 05 |-1.8|-19| 00 |-06| 0.0 | 0.1 |=2.0| 0.0 | 0.7 | 0.0 | 3.0
0.003 4.0 0.125 0.0261 | 150 | 88 | 79 |19.1|| —-14|-35|—-14| 1.5 |-0.2]| 0.0 | 00 |-09] 00| 1.1 | 0.0 | 6.3

0.003 11.5 0.089 0.0219119| 42 | 66 |143| 21 | 0.8 |-1.7|-05|-19|-3.2|-3.0|-0.8|29 |-0.8|—-0.5| 1.2
0.003 11.5 0.101 0.0190| 83 |35 (39|98 09| 06 |-05|-01|-11|-16|-13|-06|11|-09| 0.0 | 0.9
0.003 11.5 0.117 0.0230| 63 | 33|31 | 78] 07| 12 |-03| 02 |-03|-05|-0.7]-02|03|-0.6| 0.0 | 0.8
0.003 11.5 0.155 0.0261| 3.2 | 25 |26 |48 10| 09 | 02 | 02 |-00| 00 |-0.3|-0.0{0.0| 0.1 |=0.0| 0.7
0.003 11.5 0.244 0.0262| 3.0 | 24 | 28 | 47| 0.7 | 09 | 05 |-04|-0.1| 00 |-0.1|-03|0.0 | 0.8 |—=0.2] 0.5
0.003 11.5 0.361 0.0317| 3.1 | 25 |26 | 48| 03| 11| 10| 07 | 00| 00 | 00 |-01]00]|-02|-0.1]|-0.0
0.003 11.5 0.631 0.0403 | 4.7 | 30 |46 | 72 ||-34| 1.7 | 04 | 05 | 00 | 00 |-0.1|-0.2]|00| 0.0 |-0.1] 1.1
0.003 44.0 0.341 0.0202 298| 80 | 70 |31.7| 2.7 |-1.7|-1.7|-06| 1.5 |-3.2|-21| 1.3 |18 | 29 | 0.0 | -0.7
0.003 44.0 0.386 0.0355| 86 | 42 | 3.1 |10.0)| 06 | 0.5 |-03|-05] 03 |-16|—-0.8]| 0.5 |03 | 0.1 |-04]| 0.7
0.003 44.0 0.446 0.0327| 70 | 35 |36 |86 | 10| 06 | 04 |-0.1| 02 |-05|-03| 03 |02 |—-03|—-0.1] 2.3
0.003 44.0 0.592 0.0387| 3.8 |26 | 55 | 72| 04 | 12| 14 | 03 | 00| 00| 00| 02|00 07 |-1.0]| 4.8
0.003 440 |0.76—-1.00.0157| 41 | 2.7 | 99 |110}|-0.2| 16 | 2.1 |-04|-0.0| 00 | 0.0 | -0.1| 0.0 | -0.7|—=1.7| 0.0

Table 2: The diffractive reduced cross sectigh at /s = 225 GeV, multiplied by z», measured with the60 GeV data, at fixed values
of zp, Q% andf. At the largests, the bin-averaged cross section is given together withdivel and upper bin boundaries. The statistical
(Jstaz), uncorrelatedd,,..) and sum of all correlated(,,) uncertainties are given together with the total uncetya(f,;). The other columns
show the individual correlated uncertainties, which are thuthe positron energy scalg,(), the positron polar angle measureme¥pj,(the
LAr noise subtractiond,,;), the hadronic SpaCal energy scadg,(), the efficiency of the logarithmic energy-weighted clustedius cut
(6,,,), the charge asymmetry of the photoproduction backgrodng)( the model uncertainty due to the influencefgf (4,.04), the model
uncertainty on the underlying andx » distributions {z, ¢,,,.), the influence of resonant,(,,) and QED Comptond¢.,,,) contributions and
finally the parametrisation choice for the bin centre caieets (¥,..). A minus sign indicates that a source is anti-correlateith wichange

in the cross section. All uncertainties are are given in pet.cThe normalisation uncertainty &f1% is not included.
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zp Q2 5 .TPO'TP 5stat 6unc 5cor 5tot 6&1@ 50 57101' 6spa 57’Log 5asy 5717,0(1 5ﬁ 51}1}3 5vm 5com 5bcc

[ GeV?] (%] | ] | (%] | (] [| (8] | (%] | (%] | (%] | (%] | ) | (%] | (%] | (%] | (%] | (%] | [%]
0.0005 | 4.0 0.186 [ 0.0192|20.2 [17.1 164294 15 | 05 | 6.7 | 45 | 33 | —07] 1.2 | 29 |06 | 6.1 | 0.0 | 14.0
0.0005 | 4.0 0.227 [ 0.0269 | 11.6 | 13.3 | 11.3 | 16.7|| 2.1 | -1.0| 50 | 3.8 | 0.6 | -0.1| 02 | 1.7 [ 0.1 | 58 | 0.0 | 6.8

0.0005 | 11.5 0.570 0.0456 | 11.6 | 12.4 | 13.7|16.2| 14 | 1.8 | 83 | 1.8 | 0.7 |-05] 0.2 | 1.0 |02 | 6.8 |-0.2| 1.1
0.0005 | 11.5 0.699 0.0498 | 14.5 | 11.1 {102 1209 0.8 | 1.8 | 7.7 | 1.3 | 04 | 0.0 | 09 | 1.0 |00 | 49 | 0.0 | 3.5
0.0005| 11.5 |0.76—-1.0]0.0189| 8.0 |10.4|10.8|17.0| 1.3 | 1.2 | 88 | 0.1 | 0.1 | 0.0 | 0.7 | 04 | 00| 1.2 | 0.0 | 0.0

0.003 4.0 0.033 0.0159| 6.6 | 44 | 43 | 83|l 1.8 |-09|-05|—-00|—-36|—-05|-09|-1.1]|03 |-03| 0.0 | —-1.3
0.003 4.0 0.041 0.0164| 95 | 48 | 45 |116| 09 |-06| 05 |-0.1|-26| 00 |-03|-19|0.0 |-0.2| 0.0 | -0.7
0.003 4.0 0.054 0.0160| 74 | 3.7 | 47|95 | 10 |-1.7|-06|-08|—-1.1| 00 |-02|-25|00| 03 |-0.1]| 04
0.003 4.0 0.085 0.0171|139| 58 | 66 |16.1| 1.1 |-23|-05|—-0.2|-05| 0.0 |-0.2|-2.6|0.0 | 0.3 | 0.0 | 2.9
0.003 4.0 0.125 0.0115}36.3 | 11.2| 9.2 |39.1 || -3.0| 53 |—-2.0| 1.1 |-0.2| 0.0 | 00 |—14]00 | 14 | 0.0 | 6.2

0.003 11.5 0.089 0.0222| 92 | 34 | 3.2 |103| 0.8 | 0.8 |-04| 0.1 |-0.7|—-08|-09|—-04] 0.5 |-0.5|-0.3] 0.7
0.003 11.5 0.101 0.0227 75 |32 29|87 08|14 |01 |02 |-03|-02]-06|-01]01]-05|-01] 0.7
0.003 11.5 0.117 0.0256 | 6.5 | 3.0 | 26 | 7.7 || 05 | 14 | 03 | 04 |-0.2]| 00 |-0.2| 0.0 | 0.0 |—-04|-0.1] 0.7
0.003 11.5 0.155 0.0288| 34 | 24 | 28|50 11|11 |01 |-04]|-0.1| 00 |-0.1|—-04]00] 0.1 |—-0.1] 0.7
0.003 11.5 0.244 0.0281| 35 |24 |26 |49 07| 11 |01 | 01 |-01] 00 |-01|—-04]00] 06 |—=0.1| 0.5
0.003 11.5 0.361 0.0284| 41 | 25 |30 |57 |-10| 13| 05 | 07 |-00| 00 |-0.0|-0.1|0.0 |—-0.1|-0.1] 0.0
0.003 44.0 0.341 0.0379| 86 | 36 |26 | 97| 11|09 | 02 |-02] 03 |-07|-06| 05 |01 |-0.0-0.1| 0.1
0.003 44.0 0.386 0.0350| 80 | 34 | 31|92 |-11| 08 | 05 |-00| 0.1 |-0.2|-0.1| 0.2 | 0.0 |—-0.2|-0.2] 1.2
0.003 44.0 0.446 0.0316 | 77 | 32|40 92| 06 | 14| 08| 03| 00|00 |-01|02|00|-01|-05]| 2.6
0.003 44.0 0.592 0.0412 41 | 25 | 56 | 74 | 04 | 14 | 1.5 |-02|-0.0] 0.0 | 0.0 |=0.1] 0.0 | -0.0|—-1.2| 4.8
0.003 440 |10.76—-1.010.0148| 48 | 26 | 9.8 |11.2}|-03| 1.7 | 21 |-0.0|-0.0| 00 | 0.0 | -0.1| 0.0 |-03|~-1.1| 0.0

Table 3: The diffractive reduced cross sectighat /s = 252 GeV, multiplied by, measured with the75 GeV data, at fixed values of
rp, Q* andp. At the largest3, the bin-averaged cross section is given together withdwel and upper bin boundaries. The description of
columns5 — 20 is given in table2. All uncertainties are given in per cent. The normalisatiocertainty o8.1% is not included.
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rp Q° B 2poy | dstat | Sunc | Ocor | Stot || Gete | 6 | Onoi | Gspa | Origy | dasy | Omod | 05 | Gup | Sum | Ocom | Obee
[ GeV?] (] | ) | (%] | (%] || (%] [ (%] ] (] | (%] | (%] | [%] | (%] | (%) | (%] | %] | [%] | [%]
0.0005 | 115 0.570  |[0.0553| 1.3 [10.4| 6.9 | 87 || 04 [2.7] 40 | 1.1 | 02 [02] 02 | 0.8 | 0.0 | 3.8 [-0.1| 1.1
0.0005 | 11.5 0.699 |[0.0579| 1.6 | 10.1| 6.9 [12.3| 0.6 |3.1| 39 | 0.7 [ 0.1 [ 0.1 | 0.1 | 0.4 | 0.0 | 2.8 | —0.2] 3.2
0.0005| 11.5 [0.76 — 1.0/ 0.0198 | 1.2 | 10.0 | 8.5 | 13.2|| 0.4 3.4 | 46 | 0.5 | 0.0 | 0.0 | 0.2 | 0.2 | 0.0 | 0.8 | —2.1| 0.0
0.003 | 115 0.089 {[0.0271| 1.4 | 22 /3.0 40 || 03 |22] 0.1 | 02 | 0.0 | 0.0 | -0.2|—0.1]| 0.0 | -0.3|—0.2| 0.5
0.003 | 115 0.101 {[0.0275| 1.3 | 22 | 3.1 40| 01 [22]| 0.1 | 0.1 | 0.1 | 0.1 | —0.4|-0.2|0.0 | 02| —0.2| 0.6
0.003 | 115 0.117 |[0.0268| 1.2 | 22 | 3.2 | 4.0 | —0.3|2.3|—0.2] 0.1 | 0.0 | 0.0 | —0.3|—0.2] 0.0 | 0.1 | —0.1| 0.6
0.003 | 115 0.155 |[0.0267| 0.7 | 2.1 | 3.3 | 4.0 | —0.3|2.4|—0.7| 0.1 | 0.1 | 0.1 | -0.2|~0.2] 0.0 | 0.3 [-0.1| 0.7
0.003 | 115 0244 {[0.0270| 0.7 | 21 | 3.4 | 4.0 || 0.3 [25|-08| 02 | 0.2 | 0.2 | 0.2 | 0.2 | 0.0 | 0.5 | —0.3| 0.6
0.003 | 115 0.361 || 0.0313| 1.3 | 22 | 3.8 [ 46 || 25 [2.0| 04 | 0.3 | 0.3 | 0.3 | 0.3 | 0.3 | 0.0 | —0.3|—0.2|—0.5
0.003 | 44.0 0.341 {[0.0377| 1.8 | 23 | 2.9 | 41 || 04 [1.3]| 0.6 | 04 | 04 | 04 | 04 | 0.4 | 0.0 |—0.0| 14| 0.8
0.003 | 44.0 0.386  |[0.0389| 1.7 | 2.3 | 3.6 | 4.6 | —0.2|1.4| 0.7 | 0.1 | 0.1 [0.1| 0.1 [ 0.1 | 0.0 [-03|-1.9| 1.6
0.003 | 44.0 0.446 |[0.0410| 1.4 | 22 | 4.0 | 48 | —05|1.5( 0.7 | 0.1 | 0.1 [0.1| 0.1 | 0.1 | 0.0 | 0.1 |-1.3| 2.8
0.003 | 44.0 0.592 || 0.0404| 0.9 | 21 | 55| 6.0 || —0.5[1.6| 0.8 | 0.1 | 0.1 | 0.1 |=0.1| 0.1 | 0.0 | —0.0| —1.3| 4.8
0.003 | 44.0 [0.76—1.00.0162| 1.0 | 2.1 [ 9.7 |10.0| —0.3| 17| 1.6 [-0.5| 0.1 | 0.1 | 0.1 | 0.1 | 0.0 |—-0.3|—0.9| 0.0

Table 4: The diffractive reduced cross sectighat /s = 319 GeV, multiplied by, measured with the20 GeV data, at fixed values of
rp, Q* andp. At the largest3, the bin-averaged cross section is given together withdwet and upper bin boundaries. The description of
columnsb — 20 is given in table2. All uncertainties are given in per cent. The normalisatimcertainty of7.6% is not included.
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rp Q2 & szFg Ostat | Ostat+unc | Ocor dtot l‘JPFQD Ostat | Ostat+unc | Ocor dtot
[ GeV?]

0.0005 4.0 0.227 0.0344 0.0089 | 0.0122 | 0.0070 | 0.0141 0.0331 0.0025 | 0.0038 | 0.0004 | 0.0038
0.0005 11.5 0.570 0.0219 0.0103 | 0.0146 | 0.0083 | 0.0168 0.0557 | 0.0015| 0.0044 | 0.0028 | 0.0053
0.0005 11.5 0.699 —0.0118 | 0.0249 | 0.0382 | 0.0237 | 0.0449 0.0527 | 0.0021 | 0.0063 | 0.0015 | 0.0065
0.0005 11.5 0.76 — 1.0 || < 0.0256* — — — — < 0.0256* — — — —
0.003 4.0 0.033 0.0152 0.0038 | 0.0044 | 0.0018 | 0.0048 0.0211 0.0017 | 0.0020 | 0.0004 | 0.0020
0.003 4.0 0.041 0.0202 0.0055 | 0.0065 | 0.0021 | 0.0069 0.0205 0.0015| 0.0018 | 0.0002 | 0.0018
0.003 4.0 0.054 0.0309 0.0086 | 0.0103 | 0.0029 | 0.0107 0.0190 0.0013 | 0.0015 | 0.0001 | 0.0015
0.003 11.5 0.089 0.0103 0.0039 | 0.0043 | 0.0022 | 0.0048 0.0275 0.0007 | 0.0010 | 0.0007 | 0.0013
0.003 11.5 0.101 0.0191 0.0034 | 0.0041 |0.0016 | 0.0044 0.0285 0.0006 | 0.0009 | 0.0008 | 0.0012
0.003 11.5 0.117 0.0105 0.0044 | 0.0055 | 0.0016 | 0.0057 0.0267 |0.0005| 0.0009 | 0.0007 |0.0011
0.003 11.5 0.155 0.0054 0.0050 | 0.0077 | 0.0039 | 0.0086 0.0263 0.0003 | 0.0007 | 0.0008 | 0.0011
0.003 44.0 0.341 0.0163 0.0078 | 0.0085 | 0.0026 | 0.0089 0.0388 0.0013 | 0.0018 | 0.0012 | 0.0021
0.003 44.0 0.386 0.0086 0.0064 | 0.0075 | 0.0027 | 0.0080 0.0384 |0.0010 | 0.0015 |0.0014 | 0.0020
0.003 44.0 0.446 0.0298 0.0070 | 0.0086 | 0.0033 | 0.0092 0.0414 | 0.0009 | 0.0014 |0.0015 | 0.0021
0.003 44.0 0.592 0.0066 0.0090 | 0.0129 |0.0039 | 0.0134 0.0395 0.0005 | 0.0012 | 0.0021 | 0.0024
0.003 44.0 0.76 — 1.0 || < 0.0187* — — — — < 0.0187* — — — —

Table 5: The diffractive structure functiodd” and Y multiplied byz p, at fixed values of , Q* and3. The statistical uncertainty (),
the sum of the statistical and uncorrelated uncertainigs (....) and the sum of all correlated uncertaintiés,() are given together with
the total uncertainty,,;). Absolute uncertainties are given. The values marked kgsterisk are upper limits 86% confidence level.
The normalisation uncertainty 8f1% is not included.
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rp Q2 B RP Ostat | Ostat+unc | Ocor | Otot
[ GeV?]
0.0005 4.0 0.227 | 260 | 330 670 500 | 830
0.0005 | 11.5 |0.570| 0.65 | 0.50 0.65 0.39 | 0.76
0.0005 | 11.5 |0.699 || —0.18 | 0.41 0.50 0.29 | 0.58
0.003 4.0 0.033 2.6 1.6 1.9 1.1 | 2.2
0.003 4.0 0.041 65 500 780 170 | 800
0.003 4.0 0.054 || 210 | 190 240 100 | 260
0.003 11.5 | 0.089 || 0.59 |0.34 0.37 0.19 | 0.42
0.003 11.5 0.101 2.0 1.0 1.2 042 1.2
0.003 11.5 0.117 | 0.65 | 0.44 0.54 0.14 | 0.56
0.003 11.5 | 0.155 || 0.26 | 0.26 0.47 0.23 | 0.52
0.003 44.0 10.341 | 0.72 | 0.51 0.61 0.17 | 0.63
0.003 44.0 10.386 || 0.29 |0.27 0.32 0.11 | 0.33
0.003 44.0 0.446 2.6 2.3 2.5 0.81] 2.6
0.003 44.0 0.592 || 0.20 | 0.31 0.47 0.14 | 0.49

Table 6: The ratia?,, of the cross sections for longitudinally to transverseliapised photon cross sections, at fixed values of Q% and
(5. The sum of the statistical and uncorrelated uncertairftigs . ....) and the sum of all correlated uncertaintiés,() are given together
with the total uncertaintyX,;). Absolute uncertainties are given. Data wiitt’| > 50 and a relative uncertainty larger than0% are not
shown.
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Figure 2: The energy distributions of the scattered positandidates for thec0 GeV (left)
and575 GeV (right) data. The data shown as points are compared withuitmeo$ the diffractive
DIS MC simulation and background estimates (open histojrahme light-filled histogram
shows the photoproduction background estimate from dagedark-filled histogram is the sum
of the QED Compton and inclusive DIS backgrounds, taken fro@gunulations.
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Figure 3: The quantity’;(E — p.); summed over all final state particles for thg) GeV (left)
and575 GeV (right) data at highy. The data after background subtraction are shown as points,
compared with the MC simulation shown as a histogram. Thdestharea shows the effect of a
variation of the hadronic SpaCal energy scale by its unagytaif 5%.
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Figure 4: Distributions of the kinematic quantitiggtop), 5 (middle) andlog(xp) (bottom)
for the 460 GeV (left), 575 GeV (middle) and920 GeV (right) datasets. The data are shown
as points compared with the sum of the MC simulation and hackgl estimates (open his-
togram). The light-filled histogram shows the photoprothrcbackground estimate from data,
the dark-filled histogram is the sum of the QED Compton andusiee DIS backgrounds, ob-
tained from MC simulations.
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Figure 5: The diffractive reduced cross sectigh multiplied by z» as a function of3 at fixed
Q? andz p for (from left to right) the460 GeV, 575 GeV, 820 GeV and920 GeV datasets. The
data are compared with the predictions of H1 2006 DPDF Fitdddine), which is indicated
as dotted beyond the range of validity of the fit. The dasheddashed-dotted lines represent
the contribution off"”, which is the same for each beam energy. The inner error bpresent
the statistical errors on the measurement, the outer ean fiepresent the statistical and total
systematic uncertainties added in quadrature. The nasataln uncertainties af.6(8.1)% for
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Figure 6: The diffractive reduced cross sectigh multiplied by z» as a function of/?/Y, at

fixed Q?, x» and. The inner error bars represent the statistical unceitamn the measure-
ment, the outer error bars represent the statistical arad sgstematic uncertainties added in
guadrature. The normalisation uncertainty is not showntdJour beam energies are shown,

where the lowesj? /Y, point is given by the820 GeV data forQ?> = 4 GeV? and by the
920 GeV data at highe€?. The linear fits to the data are also shown as a solid line |tipe ©f

which gives the value of'’. The predictions and extrapolated predictions of H1 200©BP

Fit B are shown as dashed and dotted lines, respectively.
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Figure 7: The diffractive structure functiods” and F}’ multiplied by z as a function of3

at fixedQ? andzp. The F'P data are shown as filled points, compared with the predistion
of H1 2006 DPDF Fit A (dashed line), Fit B (solid line) and thel&-Biernat and Luszczak
model (dashed and dotted line). The measuremenfs/ofopen points) are compared with
the prediction of H1 2006 DPDF Fit B (long dashed line). Theeinerror bars represent the
statistical uncertainties on the measurement, the outer bars represent the statistical and
total systematic uncertainties added in quadrature. Thealsation uncertainty of.1% is not
shown. Upper limits on the value df” at the95% confidence level in the highestbins are
also shown. 31
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Figure 8: The diffractive longitudinal structure functidrf, divided by a parametrisation of
the z» dependence of the reduced cross secfipp, [3], as a function of3 at the indicated
values ofQ? andzp. The data are compared with the predictions of H1 2006 DPRBFi
(red line), which is indicated as dashed beyond the rangealafity of the fit. The inner error
bars represent the statistical uncertainties on the meamnt, the outer error bars represent the
statistical and total systematic uncertainties added adcpture. The normalisation uncertainty
of 8.1% is not shown. The lowest of the two upper limits on the valueFpf at the 95%
confidence level in the highestbin is also shown.
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Figure 9: The ratiaR” of cross sections for longitudinally to transversely pisled photons,
as a function ofg at the indicated values af » and Q2. The data are compared with the
predictions of H1 2006 DPDF Fit B, indicated as dashed beyoadange of validity of the fit.
The inner error bars represent the statistical uncertsndn the measurement, the outer error
bars represent the statistical and total systematic usoégs added in quadrature. Data with
|RP| > 50 and a relative uncertainty larger thae0% are not shown.
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Figure 10: The ratio of2” /R as a function of: at the indicated values ¢f* andz . The data
are compared with the predicted ratio using H1 2006 DPDF HitRR PDF 2009 (solid line).
The error bars represent the statistical and systematiertaioties added in quadrature. Data
with |RP /R| > 20 and a relative uncertainty greater thet9% are not shown.
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