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M easurement of Dijet Production in Diffractive
Deep-l nelastic Scattering with a L eading Proton at HERA

H1 Collaboration

Abstract

The cross section of diffractive deep-inelastic scatteeim — e X p is measured, where the
systemX contains at least two jets and the leading final state prataetected in the H1
Forward Proton Spectrometer. The measurement is perfofardchctional proton longi-
tudinal momentum loss» < 0.1 and covers the rangel < |t| < 0.7 GeV? in squared
four-momentum transfer at the proton vertex d@nd Q2 < 110 GeV? in photon virtuality.
The differential cross sections extrapolatedtto< 1 GeV? are in agreement with next-to-
leading order QCD predictions based on diffractive partmtrithution functions extracted
from measurements of inclusive and dijet cross sectiondfiiractive deep-inelastic scat-
tering. The data are also compared with leading order MoaroGnodels.
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1 Introduction

Diffractive processes such ag — e XY, where the system& andY are separated in rapidity,
have been studied extensively in deep-inelastic scaitébiS) at the electronproton collider
HERA [1-8]. Diffractive DIS events can be viewed as resigjtirom processes in which the
photon probes a net colour singlet combination of exchamgetbns. The photon virtuality
Q?, the high transverse momentum of jets or a heavy quark masproaide a hard scale for
perturbative QCD calculations. For semi-inclusive DISqasses such ap — ¢Xp' the hard
scattering QCD collinear factorisation theorem [9] allothie definition of diffractive parton
distribution functions (DPDFs). The dependence of ditikecDIS on a hard scale can thus
be treated in a manner similar to the treatment of inclusii®, Dor example through the ap-
plication of the DGLAP parton evolution equations [10-1¥)PDFs have been determined
from QCD fits to diffractive DIS measurements at HERA [2, 3, 8lhe inclusive diffractive
DIS cross section is directly proportional to the sum of thary DPDFs and constrains the
gluon DPDF via scaling violations. The production of difftae hadronic final states contain-
ing heavy quarks or jets proceeds mainly via boson gluorofufBGF) and therefore directly
constrains the diffractive gluon density [3, 8].

In previous analyses at HERA, diffractive DIS events havenbgelected on the basis of
the presence of a large rapidity gap (LRG) between systenvhich consists of the outgoing
proton or its dissociative excitations, and the hadronialfgtate, systenX [3,4]. The main
advantage of the LRG method is its high acceptance for diffra processes. A complemen-
tary way to study diffraction is by direct measurement of tligoing proton, which remains
intact in elastic interactions. This is achieved by the Hpeziment using the Forward Pro-
ton Spectrometer (FPS) [14, 15], which is a set of trackinggcters along the proton beam
line. Despite the low geometrical acceptance of the FPS,ntt@thod of selecting diffractive
events has several advantages. The squared four-momeransier at the proton vertex,
can be reconstructed with the FPS, while this is only poediblexclusive final states in the
LRG case. The FPS method selects events in which the proattescelastically, whereas the
LRG method does not distinguish between the case wheredltesd proton remains intact or
where it dissociates into a system of low mags. The FPS method also allows measurements
to be performed at higher values of fractional proton longjhal momentum loss; », than
possible using the LRG method.

This paper presents the first measurement of the cross séatithe diffractive DIS process
ep — ejjX'p, with two jets and a leading proton in the final state. Therdiffive dijet cross
sections are compared with next-to-leading order (NLO) Q®@&dictions based on DPDFs
from H1 [2, 3] and with leading order (LO) Monte Carlo (MC) sihations based on different
models.

The dijet cross sections are measured for two event topedofpr a topology where two jets
are found in the central pseudorapidity range, labelledvas tentral jets’, and for a topology
where one jet is central and one jet is more forvwalabelled as ‘one central + one forward jet’.
The universality of DPDFs is studied using events with twota jets. The distributions of
the proton vertex variablesyp andt are compared to those of the inclusive diffractive DIS case.

LIn this paper “electron” is used to denote both electron argitpn unless otherwise stated.
2The forward direction is defined by the proton beam direction
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Figure 1: The leading order boson gluon fusion diagram f@tgiroduction in diffractive DIS.

This comparison tests the proton vertex factorisation ktygsis which assumes that the DIS
variable factorise from the four-momentum of the final stat&ton. The data are also compared
directly with the LRG measurement of the dijet cross sectiodiffractive DIS [3] in order to
test the compatibility of the two experimental techniguemally, events with one central and
one forward jet are used to investigate diffractive DIS iregion of phase space where effects
beyond DGLAP parton evolution may be enhanced. This topoisgot accessible with the
LRG method since the rapidity gap requirement limits theupseapidity of the reconstructed
jets to the central region.

2 Kinematics

Figure 1 illustrates the dominant process for diffractiietdproduction in DIS. The incoming
electron with four-momenturg interacts with the proton with four-momentuf via the ex-
change of a virtual photon with four-momentum The DIS kinematic variables are defined

as:
2

— P.q
2 2 (] 2 _ 1 _ 4 1
where@? is the photon virtualityy is the longitudinal momentum fraction of the proton carried
by the struck quark anglis the inelasticity of the process. These three variablesedated via
Q? = xys, wheres denotes thep centre-of-mass energy squared.

The hadronic final state of diffractive events consists af systemsX andY’, separated
by a gap in rapidity. In general, the systémis the outgoing proton or one of its low mass
excitations. In events where the outgoing proton remaitectn\/y = m,, the mass of the
proton. The kinematics of diffractive DIS are described by:

q-(P—P) —q° x

$P:T7 t:(P’—P)z, B=c—5—F57= " (2)



wherez p denotes the longitudinal momentum fraction of the protamied by the colour sin-
glet exchanget, is the squared four-momentum transfer at the proton vemesas the frac-
tional momentum of the diffractive exchange carried by ttrack parton. The longitudinal
momentum fraction of the diffractive exchange carried bg/plarton entering the hard scatter is

_ o qw
MR o

wherev is the four-momentum of the parton.

3 Theoretical Framework and Monte Carlo Models

Within Regge phenomenology, cross sections at high erseageedescribed by the exchange of
Regge trajectories. The diffractive cross section is detad by a trajectory usually called the
Pomeron {P). In analyses of HERA data [2, 3, 8], diffractive DIS crosstgms are interpreted
assuming ‘proton vertex factorisation’ which provides actgtion of diffractive DIS in terms
of a resolved Pomeron [16,17]. The QCD factorisation theocaed DGLAP parton evolution
equations are applied to the dependence of the cross seatiphand, while a Regge inspired
approach is used to express the dependenagr-cemdt.

The resolved Pomeron (RP) model [16] is implemented in the®RAP event genera-
tor [18]. RAPGAP implements both a leading Pomerdh) (trajectory and a sub-leading
‘Reggeon’ (R). In this analysis the DPDF H1 2006 Fit B [2] is used, which &g the
Owens pion PDFs [19] for the partonic content of the Reggddre Reggeon contribution is
significant forzp > 0.01. Higher order QCD radiation is modelled by parton showens- P
cesses with a resolved virtual photon are also includedh thiée photon structure function given
by the SaS-G 2D LO parameterisation [20].

In the two-gluon Pomeron (TGP) model [21, 22], the diffraetexchange is modelled at
LO as the interaction of a colourless pair of gluons withgaor ¢qGg configuration emerging
from the photon. The model is implemented in the RAPGAP gapoer Higher order effects
are simulated using parton showers. The unintegrated ghldhof set AO [23] is used.

In the soft colour interaction (SCI) model [24, 25], the difftive exchange is modelled via
non-diffractive DIS scattering with subsequent colourr@agement between the partons in the
final state, which can produce a colour singlet system stegrhby a large gap in pseudorapidity.
A refined version of the SCI model which uses a generaliseallare (GAL) for the probability
of having a soft colour interaction [26] is used in this asédy(SCI+GAL). Predictions for
diffractive dijet production within the SCI+GAL model ardtined using the leading order
generator program LEPTO [27]. Higher order effects are &ewd using parton showers [28,
29]. The calculations are based on the CTEQG6L [30] proton$2D0Ome probability for a soft
colour interaction R, has been tuned t@3 to describe the total diffractive dijet cross section
as measured using the ‘two central jets’ topology.

In all three models hadronisation is simulated using thedatring model [31] implemented
within the PYTHIA program [32].



In this analysis the dijet cross section is also compared 0 RCD calculations. Assuming
proton vertex factorisation, NLO QCD predictions for th&frdictive partonic dijet cross section
are calculated in bins afp using the NLOJET++ [33] program and integrated over the:fil
range of the measurement. The renormalisation and faatmisscales are set 0. = iy =
V Q%+ (P5)?, where(P;) is the mean of the transverse momenta of the two leadingrjets i
the hadronic centre-of-mass frame. In order to estimateutieertainties of the NLO QCD
calculations due to missing higher orders, the factousasicale.; and renormalisation scale
(- are varied simultaneously by factors@®f and2. The average uncertainty arising from the
variation of the scale is abou®%. The DPDFs used in the NLO QCD calculations are H1 2006
Fit B [2] and H1 2007 Jets [3]. The H1 2007 Jets fit is based odiffractive inclusive and dijet
data while H1 2006 Fit B is based on inclusive diffractivesdanly. In order to demonstrate the
size of the NLO corrections, the QCD calculations are alstopmed at leading order.

The NLO QCD partonic cross sections are corrected to the thatable hadrons by eval-
uating effects due to initial and final state parton showgrfragmentation and hadronisation.
The hadronisation corrections are defined in each bin as@aahthe cross section obtained
at the level of stable hadrons to the partonic cross sectidmg sets of hadronisation cor-
rections have been obtained using the RAPGAP generatog twim different parton shower
models: parton showers based on leading logarithm DGLARisgl functions in leading or-
dera, [10-13] and parton showers based on the colour dipole madehplemented in ARI-
ADNE [34]. The nominal set of correctiong + d,.4) is taken as the average of the two sets,
while the difference between them is considered as the ha#tion uncertainty. The average
hadronisation corrections are of abdud with an estimated uncertainty of abdtit. Uncer-
tainties arising due to scale variations and hadronisa&iorections are added in quadrature and
quoted as a total uncertainty on NLO QCD predictions.

In order to compare with the results of the FPS measuremihtS,and LO QCD predic-
tions as well as predictions of the RP model are scaled dowa fagtor of1.20 [15] due to
the fact that the DPDF sets H1 2006 Fit B and H1 2007 Jets use d&&which contain a
proton dissociation contribution. Thedependence of th#® and /R fluxes implemented in the
H1 DPDF sets and the RP model are tuned to reprodudedbpendence measured in inclusive
diffractive DIS with a leading proton in the final state [14].

4 Experimental Technique

Thee*p data used in this analysis were collected with the H1 detéctbe years 2005 to 2007
and correspond to an integrated luminosity 8.6 pb~!. During this period the HERA collider
was operated at electron and proton beam energids. of 27.6 GeV andE, = 920 GeV
respectively, corresponding to ap centre-of-mass energy Qfs = 319 GeV.

4.1 H1detector

A detailed description of the H1 detector can be found elss@/[85—-37]. Here, the components
most relevant for the presented measurement are descnlefly.bA right-handed coordinate
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system is employed with the origin at the nominal interatpoint, where the-axis pointing in
the proton beam or forward direction and thgy) axis points in the horizontal (vertical) direc-
tion. The polar anglé is measured with respect to the proton beam axis and the pssidity
is defined ag = — Intan(0/2).

The Central Tracking Detector (CTD), with a polar angle cage of20° < 6 < 160°,
Is used to reconstruct the interaction vertex and to meahi@enomenta of charged parti-
cles from the curvature of their trajectories in thé6 T field provided by a superconducting
solenoid. Scattered electrons with polar angles in thegdhd® <6, <176° are measured in
a lead/ scintillating-fibre calorimeter, the SpaCal [37]heTenergy resolution is(F)/E =~
7%/+/E|GeV] ® 1% as determined from the test beam measurement [38]. A Backirar-
portional Chamber (BPC) in front of the SpaCal is used to mkeashe electron polar an-
gle. The finely segmented Liquid Argon (LAr) sampling catoeter surrounds the track-
ing system and covers the range in polar angfle< 6 < 154° corresponding to a pseudo-
rapidity range—1.5 <n < 3.4. The LAr calorimeter consists of an electromagnetic sectio
with lead as the absorber and a hadronic section with stettleaabsorber. The total depth
varies withd betweerd.5 and8 interaction lengths. The energy resolution, determinedfr
test beam measurements [39, 40],0isF)/E ~ 11%/+/E[GeV] & 1% for electrons and
o(E)/E =~ 50%/+/E[GeV] @& 2% for hadrons. The hadronic final state is reconstructed us-
ing an energy flow algorithm which combines charged padicteeasured in the CTD with
information from the SpaCal and LAr calorimeters [41].

The luminosity is determined by measuring the rate of thén&édeitler processp — ep~y
detected in a photon detector located at —103 m.

The energy and scattering angle of the leading proton aeergdd from track measurements
in the FPS [42]. Protons scattered at small angles are deflbégtthe proton beam-line magnets
into a system of detectors placed within the proton beam pipigle two movable stations,
known as Roman Pots. Both Roman Pot stations contain fonepjavhere each plane consists
of five layers of scintillating fibres, which together meastwo orthogonal coordinates in the
(z,y) plane. The fibre coordinate planes are sandwiched betwaaa$bf scintillator tiles used
for the trigger. The stations approach the beam horizongéalt are positioned at= 61 m and
z = 80 m. The detectors are sensitive to scattered protons whashlkess than0% of their
energy in theep interaction and are scattered through angles bélowad.

The energy resolution of the FPS is approximatelgeV within the measured range. The
absolute energy scale uncertaintyt i&eV. The effective resolution in the reconstruction of the
transverse momentum components of the scattered protbrregipect to the incident proton is
determined to be- 50 MeV for P, and ~ 150 MeV for P,, dominated by the intrinsic transverse
momentum spread of the proton beam at the interaction pdimé scale uncertainties in the
transverse momentum measurementslar&eV for P, and30 MeV for P,. Further details
of the analysis of the FPS resolution and scale uncertaiota be found elsewhere [15]. For
a leading proton which passes through both FPS stationgatiereconstruction efficiency is
48% on average.



4.2 Kinematic reconstruction

The inclusive DIS variable®?, = and the inelasticity are reconstructed by combining infor-
mation from the scattered electron and the hadronic fin& stsing the following method [1]:

AE2(1 —y) Q*
= rT = —".
tan?(6./2) sy

Here, y. and y; denote the values af obtained from the scattered electron only (electron
method) and from the angles of the electron and the hadraratdtate (double angle method),
respectively [43].

y=v+vi—vy; , @ (4)

The observable p is reconstructed as:
zp=1-— EI’,/E,,, (5)

where E is the measured energy of the leading proton in the FPS. Thatiy 3 is recon-
structed as3 = z/xp. The squared four-momentum transfer at the proton verterden-
structed using the transverse moment&#mof the leading proton measured with the FPS and
xp as described above, such that:

2 2 .2
PT Lphy,

t - tmin - (6)

) min —

1—.7}1p _1—.7}1p7

where |t | is the minimum kinematically accessible value|@f The absolute resolution in
t varies over the measured range from6 GeV* at |t| = 0.1 GeV? to 0.17 Ge\V? at || =
0.7 GeV2,

An estimator for the momentum fractia is defined at the level of stable hadrons as:

Q> + M,
Zp = = ) (7)
TpYys
where )M;; denotes the invariant mass of the dijet system. The crod®ssa@re studied in
terms of the DIS variableg, Q?, 3, zpp, the proton vertex variablesy andt, the jet variables
P} andn, and

* 1 * * * * * * * *
(Pr) = §(PT,1+PT,2) ,NAY = nt = 3| L [AQT] = |6] — @5, (8)

where P7 .77, ¢7 and Pr,, 15, ¢; are transverse momenta, pseudorapidities and azimuthal
angles of the axes of the leading and next-to-leading jetsyectively, reconstructed in the
hadronic centre-of-mass frame. The indide stand for the two jets used in the specific
analyses.

4.3 Event selection

The events used in the ‘two central jets’ and ‘one central & fmnward jet’ analyses are trig-
gered on the basis of a coincidence of a signal in the FPSetriggjntillator tiles and in the
electromagnetic SpaCal. The trigger efficiency, calcalaigng events collected with indepen-
dent triggers, is found to b#% on average and is independent of kinematic variables.
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4.3.1 DISsdection

The selection of DIS events is based on the identificatiomefstcattered electron as the most
energetic electromagnetic cluster in the SpaCal caloemethe energyr’ and polar angle
0! of the scattered electron are determined from the SpaCsateatland the interaction vertex
reconstructed in the CTD. The electron candidate is reduivebe in range 54° < ¢, < 176°
andE’ > 10 GeV. In order to improve background rejection, an additiwaquirement on the
transverse cluster radius, estimated using square roaj\emneighting [44], of less thed cm

is imposed.

The reconstructed coordinate of the event vertex is required to be withis cm of the
mean position. At least one track originating from the iat#ion vertex and reconstructed in
the CTD is required to have a transverse momentum abdvéeV.

The quantity} "(E — P,), summed over the energies and longitudinal momenta of all re
constructed particles including the electron, is requitelde betweel5 GeV and70 GeV. For
neutral current DIS events this quantity is expected to hegihe electron beam energy when
neglecting detector effects and QED radiation. This reaqaent is applied to remove radiative
DIS events and photoproduction background.

In order to ensure a good detector acceptance the measuresmestricted to the ranges
4 < Q? <110 GeV? and0.05 < y < 0.7.

4.3.2 Leading proton selection

A high FPS acceptance is ensured by requiring the energyedétiting protort, to be greater
than90% of the proton beam energy, and the horizontal and vertical projections of the trans-
verse momentum to be in the range8.63 < P, < —0.27 GeV and|P,| < 0.8 GeV, respec-
tively. Additionally, ¢ is restricted to the rangg1 < |t| < 0.7 GeV~.

The quantityd "(E+ P,), summed over all reconstructed particles including thditeapro-
ton, is required to be below880 GeV. For neutral current DIS events this quantity is expecte
to be twice the proton beam energy. This requirement is appb suppress cases where a DIS
event reconstructed in the central detector coincides battkground in the FPS, for example
due to interactions between off-momentum protons from #ebhalo with residual gas within
the beampipe.

Previous diffractive dijet DIS measurements [3, 4, 6] andPRits [2, 3, 8] have been per-
formed for || < [t| < 1 GeV2. To compare with these results, the cross sections are
extrapolated to the rande,.,| < |t| < 1 GeV* using thet dependence measured in inclusive
diffractive DIS with a leading proton in the final state [14].

4.3.3 Jet selection

Reconstructed hadronic final state objects are used astmfhe longitudinally invariant jet
algorithm [45] using the recombination scheme with a jet radiusldd as implemented in the
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FastJet package [46]. The jet finding algorithm is applietheaphoton-proton centre-of-mass
system {*p frame). The jet variables in thg'p frame are denoted by a asterisk.

In the ‘two central jets’ analysis, the requirements &g > 5 GeV andP;, > 4 GeV
for the leading and next-to-leading jet, respectively. mayetric cuts are placed on the jet
transverse momenta to restrict the phase space to a regiene Wh.O calculations are reliable.
The axes of the jets are required to lie within the pseuddigprange—1 < 7,2 < 2.51n
the laboratory frame. The selected event topology is simlahat in the LRG dijet data used
in the DPDF fits [3, 8]. This data selection is used for testimg proton vertex factorisation
hypothesis and the DPDFs in processes with a leading prottheifinal state.

Selection two central jets| one central + one forward jet
DIS 4 < Q? <110 GeV?
0.05 <y <0.7
Leading Proton zp < 0.1
[t] < 1 GeV?
P, >5GeV P, Pj ;> 3.5 GeV
Jets Pry >4 GeV M;; > 12 GeV
—1<me <25 -1<n. <25
1<nr<28,mp>ne

Table 1: Phase space of the diffractive dijet FPS measuresmen

The selection of the ‘one central + one forward jet’ topolegynotivated by the study of
diffractive DIS processes in a phase space where deviations DGLAP parton evolution
may be present. The requirement of a forward jet supprebsegartonp ordering which is
assumed by DGLAP evolution. At least one central jet with< 7. < 2.5 and one forward jet
with 1 < ny < 2.8, wheren; > n,, are required withP; > 3.5 GeV. In addition, the invariant
mass of the central-forward jet system is required to beelatigan12 GeV to avoid the phase
space region in which NLO QCD calculations are unreliable.

The selection criteria for the two analyses are summarisé¢alile 1. The ‘two central jets’
data sample contairis1 events and the ‘one central + one forward jet’ data sampléagus
309 events.

5 Correctionstothe Data and Cross Section Deter mination

5.1 Background subtraction

The selected data samples contain background eventggrisim random coincidences of non-
diffractive DIS events, with off-momentum beam-halo prg@roducing a signal in the FPS.
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The beam-halo background contribution is estimated szl by combining the quantity
> (E+ P,) summed over all reconstructed particles in the centralatietén DIS events (with-
out the requirement of a track in the FPS) with the quanitity~ + P.) for beam-halo protons
from randomly triggered events. THe (E + P.) spectra for leading proton and beam-halo
DIS events for both dijet event topologies are shown in figuurd he background distribution
is normalised to the FPS DIS data distribution in the rahger’ + P,) > 1880 GeV where
the beam-halo background dominates. The ratio of signaht&dround depends on the signal
cross section and is found to be considerably larger thaharirtclusive diffractive DIS pro-
cesses measured with the FPS detector [15]. After the smletiit "(F + P,) < 1880 GeV
the remaining background amounts on average to a§ouhe background is determined and
subtracted bin-by-bin using this method.

5.2 Detector smulation

Monte Carlo simulations are used to correct the data for ffects of detector acceptance,
inefficiencies, migrations between measurement intexkadsto finite resolution and QED ra-
diation. The response of the H1 detector is simulated inildetang the GEANT3 program [47]
and the events are passed through the same analysis chainseslifor the data. The reaction
ep — eXp is simulated with the RAPGAP program [18] using the RP moddlthe DPDF set
H1 2006 Fit B as described in section 3. QED radiative effaptssimulated using the HERA-
CLES [48] program within the RAPGAP event generator. In tfaé’central jets’ analysis the
ns distribution of the Monte Carlo simulation is reweightedbirder to describe the experimen-
tal data. A similar procedure is applied to thdistribution in the ‘one central + one forward
jet sample. More details of the analysis can be found elsee/[%9].

A comparison of the FPS data and the RAPGAP simulation iseptes in figure 3 for the
variablesr » and|t| reconstructed with the FPS detector. The contributiongybf uarks (uds)
to [P and IR exchanges and of charm quarksfbexchange are also shown in the;,,(zp)
distribution. Figure 4 presents the data and the Monte Cdidtributions of the variables
Py, |An*| and zp for the ‘two central jets’ sample and of the variablgsy), n; and zp for
the ‘one central + one forward jet’ topology. For this compan zp is reconstructed from the
scattered electron and the hadronic final state in the Htietel he MC simulation reproduces
the data within the experimental systematic uncertainties

5.3 Crosssection determination

In order to account for migration and smearing effects aneMaduates the dijet cross sections
at the level of stable hadrons, matrix unfolding of the restarcted data is performed [50]. The
resolution and acceptance of the H1 detector is reflectdueinmfolding matriXA which relates
reconstructed variableg.. with variables on the level of stable hadrors,. via the formula
AZi e = Ureee The matrixA, obtained for each measured distribution using the RAPGAP
simulation, is constructed within an enlarged phase spaoeder to take into account possible
migrations from outside of the measured kinematic range. fbhowing sources of migrations

to the analysis phase space are considered: migrationddwi®?, from lowy, from largez p,
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from low Py jets, from the single jet topology, fulfilling th8; requirements for the leading jet
as given table 1, and in case of the ‘one central + one forwettcapalysis from large);. In
order to treat the contamination of the measurement by thegeations correctly the analysis
is performed in an extended phase space which includessidean i,.. andz;,,. for each of
the migration sources listed above.

The unfolded true distribution on the level of stable hadr@obtained from the measured
one by minimising a¢? function defined as

X2 = le + szi = 1/2@}@ - Aftruc>TV_l<groc - Aftruc) + szi 9)

wherex? is a measure of a deviation &Z,,. from the data bingj,... The matrixV is the
covariance matrix of the data, based on the statisticalrtaiogies. In order to avoid statistical
fluctuations, the regularisation tergt is implemented into the? function and defined as
X2 = (Tuwuwe)?. The regularisation parameteris tuned in order to minimise the bin-to-bin
correlations of the covariance matnk Further details of the unfolding method can be found
in [51,52]

The Born level cross section is calculated in eachit@ncording to the formula:

X

21+ ) (10)

oi(ep — ejjX'p) =
wherez; is the number of background subtracted events as obtairtbdhva unfolding proce-
dure described abové, is the total integrated luminosity and + J,..;) are the QED radiative
corrections which amount to about 5% on average. The diffeakecross sections are obtained
by dividing by the bin width.

6 Systematic Uncertaintieson the Measured Cross Sections

The systematic uncertainties are implemented into therespmatridA and propagated through
the unfolding procedure. They are considered from the Walg sources listed below.

e The uncertainties on the leading proton energy and on thedrdal and vertical projec-
tions of the proton transverse momentum ai@eV, 10 MeV and30 MeV, respectively
(section 4.1). The corresponding average uncertainti¢iseaross section measurements
are0.5%, 5.3% and2.2%. The dominant uncertainty originates from the FPS accegtan
variation as a function of the leading proton transverse erom in the horizontal pro-
jection. The above uncertainties result from the run-hy-variations of the incoming
proton beam angle and of the FPS detector positions relatitree proton beam, as well
as from the imperfect knowledge of the HERA beam magnet sptic

e The uncertainties of the measurements of the scatteretl@emergyF’ (1%) and angle
0. (1 mrad) on the SpaCal calorimeter lead to an average systematertainty of the
cross section of .5% and2.8%, respectively.
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e The systematic uncertainty arising from the hadronic finalesreconstruction is deter-
mined by varying the energy scale of the hadronic final staté ) as obtained using a
dedicated calibration [53]. Th&% uncertainty of the calibration is confirmed by studies
in the region of low jet transverse momenta and low phototuglity. This source leads
to an average uncertainty of the cross section measurerm&fit?’ for production of
two central jets and.5% for production of one central and one forward jet.

e The model dependence of the acceptance and migration tone¢s estimated by vary-
ing the shapes of the distributions in the kinematic vagabPy), 73, 7}, 2, 5 andQ?
in the RAPGAP simulation within the constraints imposed loose distributions by the
presented data. Thg andn; reweightings are varied within the errors of the parame-
ters of the reweighting function, which amount up to a fadtomhe ( P;) distribution is
reweighted by P;)*%15 thexp distribution by(1/x)*%%, the 3 distribution by3+0-9
and (1 — )90 and theQ? distribution bylog(Q?)*%2. For the ‘two central jets’ se-
lection the largest uncertainty is introduced by tjjereweighting ¢%), followed by /3
(2.7%), while the reweights i, (P;) and@? result in an overall uncertainty @f3%.
The uncertainties for the ‘one central + one forward jet'dlmgy are12.8% for the n;
reweighting, followed by P;) (2.1%), while the reweights in:, 3 and@? result in an
overall uncertainty of .8%.

e Reweighting the distribution bye*! results in a normalisation uncertainty 2% for
the extrapolation irt from the measured range 6fl < |t| < 0.7 GeV? to the region
ltmin| < |t| < 1 GeV? covered by the LRG data [3]. The uncertainty arising from the
t reweighting within the FPS acceptance rang®.af < |t| < 0.7 GeV? is on average
1.4%.

The following uncertainties are considered to influencertbanalisation of all measured
cross sections in a correlated way:

e Two sources of systematics related to the background stimneare taken into account:
the energy scale uncertainty and the limited statisticshan data sample without the
> (E+p,) cut. Firstly, the beam-halo spectrum is shifted within thetgd uncertainties
of the hadronic energy scale and proton energy scale. Scdinel normalisation of the
background spectrum is shifted byt 1/ / Npy,, WhereN,, is the number of events in
the FPS data sample in the rang& £/ + P,) > 1880 GeV. The uncertainties from these
two sources are combined in quadrature. The uncertaintyeoptoton beam-halo back-
ground is considered as a normalisation error and found e for the production of
two central jets and.5% for the production of one central and one forward jet.

e A normalisation uncertainty of% is attributed to the trigger efficiencies, evaluated using
event samples obtained with independent triggers.

e The uncertainty in the FPS track reconstruction efficieresutts in a normalisation un-
certainty 0f2%.

e A normalisation uncertainty df.7% arises from the luminosity measurement.
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The systematic errors shown in the figures are obtained bygdia quadrature all the contri-
butions except for the normalisation uncertainties, legdd an average uncertainty bf% for
‘two central jets’ andl7% for ‘one central + one forward jet’. The overall normalisatiun-
certainty of the cross section measurement obtained byrgddiquadrature all normalisation
uncertainties i§% for ‘two central jets’ and;.2% for ‘one central + one forward jet’. The cross
section measurementirhas a normalisation uncertainty6%.

7 Results

Theep cross section for diffractive production of two centraljend one central + one forward
jet, integrated over the full measured kinematic rangel¢tah is given in table 2 together with
the predictions obtained with NLO QCD calculations.

two central jets one central + one forward jet
o [pb] o [ph]
Data 254 4 20 (stat.) £ 27 (syst.) | 150 4= 19 (stat.) 4= 26 (syst.)

NLO QCD
H1 2006 Fit B| 270 713" (scale) 4 16 (hadr.) | 148 T19% (scale) & 6 (hadr.)
H1 2007 Jets| 257 ™51 (scale) 4 22 (hadr.) | 128 755 (scale) & 7 (hadr.)

Table 2: Total cross section for the ‘two central jets’ andéaentral + one forward jet’ samples
compared to the NLO QCD calculations.

Within the uncertainties, both cross sections are well dlesd by the NLO QCD calcula-
tions.

The measured differential cross sections are presenteabiag 3-5 and figures 5-14. The
tables also include the full covariance matrices of the arpental uncertainties. The quoted
differential cross sections are averaged over the inteiyaécified in the tables 3-5.

7.1 Differential crosssection for the production of two central jets

The measured differential cross sections are shown as édanaf ), y, log;,(zp) and zp

in figure 5. The calculations obtained with the DPDF sets H1626it B and H1 2007 Jets are
presented as well as the rativ of the calculations to the data. Within the uncertaintiés, t
normalisation and shape of the cross sections are reagonablldescribed by the NLO QCD
predictions. Since dijet production is directly sensitisehe gluon DPDF, the measured cross
sections confirm the normalisation and shape of the gluonB3RBtracted from the NLO QCD
fits to diffractive inclusive and dijet cross sections meadwsing the LRG method [2, 3].

In figure 6 the differential cross sections are shown as atiomof 7, and|An*|. Within
the errors, NLO QCD predictions describe the data. A slighiation of the theory from the
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data is observed for jets with a small separation in pseuypiditst |Ar*|. For the differential
cross section iz ;, the LO QCD contribution is calculated as well using the DR H1
2007 Jets and is observed to underestimate the measuradsei®on by a factor of abot

Figure 7 shows a comparison of the differential cross sestin Q?, v, log,,(zp) andzp
with MC models based on the leading-logarithm approxinmagiod parton showers. The ratios
of the measured cross sections to the MC predictions shoithieaRP model gives a good
description of the shape, but underestimates the dijes@estion by a factor of.5. For this
comparison the reweighting with respect to tfjedistribution specified in section 5.2 is not
applied to the RP model. Since tfféand Ik fluxes which determine the, dependence in the
RP model has been tuned to the inclusive diffractive DIS LR@& ¢2] the good agreement in
shape of the RP model with the dijet data supports the hypitioé the proton vertex factori-
sation. Both the SCI+GAL and TGP models fail to describe thtad The SCI+GAL model
predicts harder spectra i§? and z» and a softer spectrum ilog,,(z) than are seen in the
data. It should be noted that the probability of soft coloueractions and hence the normal-
isation of diffractive processes in the SCI+GAL model isumtgd to the measured dijet cross
section. The TGP model is in agreement with the data onlyvatdp but underestimates the
data significantly at larger» where the missing sub-leading contributions are expectdxt
large.

Figure 8 shows the differential cross sections#h, and|An*| for the data and the MC
models. The shapes of these distributions are again wedlidéesl by the RP model. Although
the SCI+GAL model is not able to describe the differenti@ss sections as a function of the
diffractive kinematic variables » and zp and of the DIS kinematic variabl@? this model
reproduces reasonably well the measurements as a fundtibe et variables; ; and|An*|.

None of the LO Monte Carlo models are able to describe allfeatof the measured dif-
ferential cross sections. The best shape description iceaks is provided by the RP model.
However, this model is a factor @f5 below the data in normalisation. The TGP and SCI+GAL
models fail to describe the shape of the differential cressisns.

The differential cross section ift| shown in figure 9a is fit using an exponential form
exp(Bt) motivated by Regge phenomenology. An iterative procedsiresed to determine
the slope parametds, where bin centre corrections are applied to the diffeedrdioss sec-
tion in ¢ using the value o3 extracted from the previous fit iteration. The final fit resuh
B = 5.89 £ 0.50 (exp.) GeV 2, where the experimental uncertainty is defined as the gtiadra
sum of the statistical and systematic uncertainties anflitheovariance matrix is taken into ac-
countin the fit. As shown in figure 9b, thisslope parameter is consistent within the errors with
thet-slope measured in inclusive diffractive DIS with a leadprgton in the final state [15] at
the same value af . The consistency of the measuredependence with that for the inclusive
diffractive DIS cross sections supports the validity of gineton vertex factorisation hypothesis.

The cross section for the production of two central jets candmpared with the diffractive
dijet measurement obtained using the LRG technique [3]. OR& measurement includes
proton dissociation to statés with masses\/yy < 1.6 GeV. To correct for the contributions
of proton dissociation processes, the LRG dijet data aredaown by a factor of .20, taken
from the diffractive inclusive DIS measurement [15]. To quare to the results of the LRG
method, dijet events are selected in the same kinematierare DIS and jet variableg?, v,
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Py, andn, , are restricted to the ranges< Q> < 80 GeV?, 0.1 < y < 0.7, P;,; > 5.5 GeV,
and—1 < 7,2 < 2, respectively. The results are presented in figure 10. Thepesison shows
consistency of the results within the experimental err@smpared to the LRG measurement,
the phase space of the present analysis extends t@lues that are a factor of three larger.

7.2 Differential cross section for the production of one central + one for-
ward j et

Figure 11 shows the differential cross sections for the petidn of ‘one central + one forward
jet’ as a function of An*|, n; and the mean transverse momentum of the forward and cegitsal j
(Py) together with the expectations from the NLO QCD. Within theoes, the measured data
are described by NLO QCD predictions. In order to test thaligteons in a wider kinematic
range, the), distribution of the forward jet shown in figure 11 is extendivn to a minimum
value of—0.6 where the prediction overshoots the data. LO QCD calcuiatiperformed using
the DPDF set H1 2007 Jets underestimate the measured cobies 8/ a factor of abou. 5.

The differential cross sections measured as a functiongoflog,,(3) and|A¢*| are pre-
sented in figure 12. The data are well described by the NLO Qf&digtions. In the BFKL
approach [54-56], additional gluons can be emitted in thpebgdween the two jets, leading to a
de-correlation in azimuthal ang|é&¢*|. The observed agreement between the measured cross
sections and NLO DGLAP predictions in this distribution sisao evidence for such an effect
in the kinematic region accessible in this analysis.

Figure 13 presents the differential cross sections for tioglyction of ‘one central + one
forward jet’ as a function of the variabl€$’:), |An*| andn;. The RP model is a factor @f2
below the data which is a larger discrepancy in normalisati@n that observed in the ‘two
central jets’ sample. A similar trend is seen for the LO QCDtabutions in the two samples.
The normalisation of the SCI+GAL model, tuned to ‘two cehjets’, agrees with the cross
section for ‘one central + one forward jet’. The shapes ofdistributions are reasonably well
described by both the RP and SCI+GAL models.

The differential cross sections i, log,,(3) and|A¢*| are shown in figure 14. The shapes
of all distributions are well described only by the RP moded.for the case of the ‘two central
jets’ the SCI+GAL model is not able to describe the distrids of the diffractive kinematic
variables but it well reproducing the shape of th&*| distribution. The TGP model completely
fails again to describe thgr spectrum.

8 Summary

Integrated and differential cross sections are measunedijiet production in the diffractive
DIS processp — ejjX'p. In the process studied, the scattered proton carries sttdez of
the incoming proton momentum and is measured in the H1 FdrReston Spectrometer. The
presented results are compatible with the previous meamnts based on the LRG method and
explore a new domain at larges.
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Dijet cross sections are measured for an event topologytwithets produced in the central
pseudorapidity region, where DGLAP parton evolution medéa is expected to dominates,
and for a topology with one jet in the central region and onenjehe forward region, where
effects of non-DGLAP parton evolution may be observed. NLCDQoredictions based on the
DGLAP approach and using DPDFs extracted from inclusivieadifion measurements describe
the dijet cross sections within the errors for both evenbtogies, supporting the universality
of DPDFs. The measuredslope of the dijet cross section is consistent within utaseties
with the value measured in inclusive diffractive DIS witheadling proton in the final state.
This confirms the validity of the proton vertex factorisatibypothesis for dijet production in
diffractive DIS.

The measured cross sections are compared with predictmmaMionte Carlo models based
on leading order matrix elements and parton showers. ThelfReEsPomeron model describes
the shape of the cross sections well, but is too low in nosatithn. This suggests that contri-
butions from higher order processes are expected to belsizathis approach. The SCI+GAL
model is able to reproduce the normalisation of the crossasetor both dijet topologies pre-
sented after tuning the model to the ‘two central jets’ ddthe dependence of the diffractive
dijet cross section om and zp is able to distinguish between the models. The SCI+GAL
and Two Gluon Pomeron models fail to describe the shape afiitiebutions of the diffractive
variables, while the Resolved Pomeron model describedhidyeesof these distributions well.
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Q2 do/dQ? Stot | Ostat | Osyst Piit1 Piit2 Pi,i43 Piyitd g, 30, SEp Sp, Spy 57;; Sz p SEhad ] 52 5p7t 1+ 6pad
[GeV?] [pb/GeV?] (%] (%] (%] (%] (%] (%] (%] (%] [%] (%] [%] (%] [%] (%]

4.0 - 8.0 21 17.0 13.2 10.6 0.628 0.643 0.596 0.268 —0.5 —3.4 0.2 5.6 —1.8 9.3 1.7 —7.4 —0.2 1.4 2.7 0.87 4+ 0.05
8.0 — 16.0 9.8 14.8 12.5 7.9 0.646 0.588 0.272 — —1.4 —3.0 0.3 4.6 —2.2 7.6 1.6 4.3 1.0 0.5 1.8 0.88 £ 0.05
16.0 — 32.0 2.9 20.2 17.3 10.5 0.605 0.256 - — 0.9 —5.0 —0.2 —5.3 —2.3 11.3 2.0 6.4 —0.9 1.3 2.1 0.89 £+ 0.03
32.0 — 60.0 1.2 20.1 18.1 8.9 0.221 — - — 1.0 —1.6 0.1 —5.7 —0.9 —12.2 2.1 5.9 0.7 1.4 1.1 0.89 £+ 0.02

60.0 — 110.0 0.3 31.6 30.6 8.2 — — - — 0.6 —3.1 0.0 4.2 —2.5 2.5 1.4 5.3 —1.4 0.3 1.2 0.89 4 0.02
y do/dy Stot | Ostat | dsyst | Piit1 Pi,it2 pii+3 | Pijit+a | OB, 36, SEp 3Py Spy Onx Sep | 9B q4 g 52 | Opx 1+ 6had
[pb] (%] (%] (%] (%] (%] (%] [%] (%] [%] (%] [%] (%] [%] (%]
0.05 — 0.18 419 24.6 20.4 13.7 0.506 0.427 0.366 0.224 7.0 —3.0 —0.1 5.9 —2.3 6.2 0.4 7.8 4.7 —0.2 2.9 0.83 4 0.02
0.18 — 0.31 696 13.8 11.3 8.0 0.557 0.579 0.449 — 0.6 —1.5 0.1 —4.6 —1.3 8.6 1.4 5.3 2.4 0.1 1.4 0.86 4 0.04
0.31 — 0.44 370 17.8 15.2 9.3 0.439 0.335 - — —2.8 1.6 0.1 6.8 —0.7 5.5 2.0 5.2 2.4 —0.2 1.1 0.90 £ 0.04
0.44 — 0.57 279 18.6 16.3 9.1 0.366 — - — 2.5 —2.4 0.2 —6.4 3.6 —11.4 2.0 3.1 —0.6 —0.6 1.2 0.97 £ 0.06
0.57 — 0.70 122 39.7 38.4 10.0 — — - — —6.3 —1.1 0.1 —5.7 —0.8 18.9 2.9 —2.4 2.5 —0.1 1.7 0.98 £ 0.10
logyo(zp) do/dlogio(zp) | Otot | Ostat | Ssyst | Piit1 Pi,it2 Pii+3 | Piita | OB, 36, o Spy Spy, Sng Sep | OEp.4 e 52 | dpx 1+ 6pad
[pY] [%] [%] (%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
—2.3—--1.9 32 57.0 49.5 28.2 —0.240 0.179 0.161 0.056 5.9 3.3 24.0 6.2 13.3 —5.9 1.7 —18.9 0.9 —0.7 0.4 0.96 £+ 0.06
—-1.9—-—-1.6 93 20.2 17.6 10.0 0.136 —0.027 —0.047 — 1.3 —1.1 —8.4 —6.0 —0.6 —5.4 —0.6 5.0 0.4 0.7 2.0 0.91 £+ 0.01
—1.6 ——1.4 200 15.9 12.8 9.5 0.579 0.334 — 1.1 —1.9 —3.8 6.0 —1.2 0.4 0.1 5.5 —0.4 0.2 1.8 0.89 4+ 0.03
—1.4—--1.2 344 13.9 11.0 8.6 0.709 — - — 0.4 —1.7 —4.3 —4.9 —2.5 4.4 —0.7 4.2 —0.2 0.2 1.9 0.87 4+ 0.05
—-1.2—--1.0 488 18.8 16.5 9.0 — — - — —0.3 —2.1 —5.6 —4.4 —0.8 5.8 —1.7 3.8 0.7 0.1 2.6 0.87 £ 0.06
zpp do/dzp Stot | Ostat | Osyst Piit1 Pii+2 Sp. S, SEp Sp, Spy Ong Szp | OBLa4 e 52 5pq*, 1+ dhad
[pY] [%] [%] (%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]

0.0 - 0.2 719 14.7 12.0 8.5 0.601 0.127 —1.5 —2.4 5.6 —4.5 2.3 —8.4 0.2 —1.5 0.7 0.6 1.9 0.88 £+ 0.08
0.2 -0.5 266 16.5 12.9 10.3 0.336 — —1.4 —1.6 2.0 6.7 1.9 10.1 1.6 6.3 2.3 0.1 1.4 0.88 £ 0.03
0.5 —-1.0 80 22.3 17.8 13.4 — — —3.2 —1.8 6.4 4.7 5.0 4.2 —1.5 8.3 2.1 0.0 0.5 0.90 £+ 0.05

Table 3: Bin averaged hadron level differential cross sestifor the production of two central jets in diffractive D&S a function of)?, v,

log,,(zp) andzp. The total §;,.), statistical §,.) and systematici(, ;) uncertainties and the correlation coefficieptsf the cross section
covariance matrix defined in section 5.3 are given togeth#r the changes of the cross sections due tpla variation of the various
systematic error sources described in section 6: the el@etgnetic energy scalé.(.), the scattering angle of the electrap)( the leading
proton energyr, (6z,), the proton transverse momentum componéiit$ip,) and P, (6p,), the reweighting of the simulation i, (9,,)

andxp (0,,.) the hadronic energy scaléq},.,), the reweighting of the simulation ifi (65), Q* (6g2) and P;. (0pz). All uncertainties are
given in per cent. The normalisation uncertaintyr&f is not included. The hadronisation correction factars- d;.4) applied to the NLO
calculations and the associated uncertainty are showreilagit column.




€c

2 do /dpy Stot | Ostat | Osyst | Pijit1 Piit2 o8 3o, Sep Sp, Spy Ong Sep | OEL.4 L 52 | Opy 1+ dhad
[GeV] [pb/GeV] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
5.0 — 6.5 91 17.6 15.3 8.6 0.402 0.180 1.7 —3.2 0.2 —5.4 2.4 —6.8 2.1 —2.2 3.5 —0.5 2.2 0.81 £+ 0.04
6.5 — 8.5 44 17.0 13.2 10.8 0.395 - —0.7 0.6 —0.3 6.6 3.2 9.6 1.6 7.3 2.1 0.2 0.7 0.96 £+ 0.05
8.5 —12.0 7.3 39.1 33.0 20.9 — - 3.2 —5.8 —2.0 1.7 4.0 13.9 2.4 19.4 —0.5 0.1 0.5 0.99 £+ 0.04
[An™| do /d|An* Stot | Ostat | Osyst | Pii+1 | Piit+2 | Piit3 SEe 36, SEp Sp, Spy, Sng Sep | OEp.4 e 52 | dpx 1+ 0had
[pb] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
0.0 — 0.6 118 16.1 13.2 9.2 0.682 0.276 —0.479 —0.6 —2.3 0.1 —5.7 —1.6 —14.9 1.8 5.7 1.9 —0.3 1.5 0.88 £ 0.04
0.6 —1.2 157 14.2 11.5 8.3 0.343 —0.342 - 1.2 —1.7 0.0 5.0 2.8 —8.7 1.6 4.8 2.0 —0.1 1.3 0.89 £ 0.04
1.2 -1.8 97 19.8 17.4 9.4 0.089 — — 1.1 —2.3 0.1 —4.8 —2.1 2.2 1.7 6.1 —2.6 0.0 1.7 0.90 £+ 0.04
1.8—-3.0 26 33.3 31.8 9.8 — - - 2.0 2.8 0.3 —5.1 —0.7 —32.9 0.5 4.3 4.7 0.6 3.1 0.84 £+ 0.02
[t] do/d|t| Stot | Ostat | Osyst | Piyit1 Piit2 B, 30, Sep Sp, Spy 57;; Sz p 8B aa ] 52 5p7t
[GeV?] [pb/GeV?] (%] (%] [%] (%] [%] [%] (%] [%] (%] [%] [%] [%] [%] [%]
0.1 -0.3 483 17.3 9.3 14.6 0.495 0.420 —0.5 —1.5 —0.3 10.3 3.8 12.8 1.9 9.2 1.0 0.3 0.6
0.3 —0.5 151 16.6 12.5 11.0 0.288 - 0.5 1.9 —-0.1 —4.6 3.1 8.6 1.6 9.0 0.6 —0.3 0.8
0.5 —-0.7 44 29.5 25.9 14.0 — — 2.3 —1.8 1.1 —3.6 10.4 —11.4 —1.0 —8.0 0.0 0.2 1.0

Table 4: Bin averaged hadron level differential cross sestifor the production of two central jets in diffractive DaS a function of’; |,
|An*| and|t|. The normalisation uncertainties 4% for the differential cross section | and7% for other cross sections are not included.
For details see table 3.
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(pT) do /d(pT) Stot | Ostat | Osyst | Piit1 | Pijit2 SBe 36, SEp Sp, Sp, 5,7;; Sep | SEp.4 e 5o2 Spx 1+ dhad
[GeV] [pb/GeV] (%] [%] (%] [%] (%] [%] [%] [%] (%] [%] [%] (%] [%] [%]

3.5 —-5.0 40 33.0 28.8 16.2 0.433 0.403 —3.5 —-0.9 —-0.7 4.5 —1.8 11.1 0.6 —14.1 3.6 1.8 1.8 0.7 £+ 0.09
5.0—-17.0 36 17.3 15.8 7.2 0.577 - —0.8 —-3.9 —0.3 3.2 2.2 12.1 1.0 3.4 —-0.9 1.1 1.9 0.93 + 0.08
7.0 -12.0 8.8 26.0 22.9 12.2 - — 1.3 —2.0 0.4 4.7 —2.2 24.4 1.6 9.9 —1.5 —-0.1 0.2 1.05 + 0.03

[An~| do/d|An™| Stot | Ostat | Osyst | Piit+1 | Piit2 Sec 3o, SEp 0Py Spy, 5,]; Szp | OBLaa e 52 Sps 14 dhad
[pY] (%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]

0.0 -1.2 21 30.0 28.3 10.2 0.489 0.321 0.6 —3.9 —0.3 4.4 —3.6 20.1 0.0 6.0 0.2 0.7 4.1 1.04 + 0.07
1.2 -24 60 20.9 17.3 11.7 0.329 — —1.8 3.0 0.2 4.0 2.3 10.2 1.3 9.5 2.1 1.6 1.9 0.88 + 0.07
2.4 —-3.5 48 26.5 25.0 8.8 — - —2.0 —0.8 1.0 4.8 1.6 7.0 0.0 6.7 —-0.9 0.4 1.1 0.69 &+ 0.06

nf do/dng Stot | dstat | Osyst | Piit1 Piit2 Pi,i+3 SE, 89, o Sp, 5py, 5,7;; Sa $Epad ] 5o2 5}95: 14 dhad
[pb] (%] (%] (%] [%] (%] [%] [%] [%] (%] [%] [%] (%] [%] [%]

—0.6 — 0.2 23 24.1 21.9 10.0 0.391 0.437 0.360 3.5 —2.3 —0.1 5.5 2.3 —6.4 —-1.9 6.5 0.0 0.7 0.5 0.89 4+ 0.06
0.2 -0.9 63 17.0 14.3 9.2 0.567 0.427 — —0.5 1.4 —0.1 —6.4 —1.9 8.0 —2.0 5.3 —1.5 0.2 —1.7 0.93 +£ 0.05
0.9—-1.6 98 15.4 12.5 9.1 0.549 — — —0.2 —1.7 0.1 —4.9 —1.7 6.2 1.5 6.9 —0.4 0.7 0.3 0.89 4+ 0.04
1.6 — 2.8 75 21.9 18.5 11.7 - — — —0.7 2.9 —0.4 2.9 —1.0 9.0 —0.2 10.1 —0.5 0.2 3.4 0.86 + 0.01

zp do/dzp Stot | Ostat | Ssyst | Piitl | Pijit2 SEe 36, SEp Sp, Spy, 5,];; Sep | 9B a4 g 5o2 opy, 1+ 6had
[pb] (%] (%] (%] [%] (%] [%] [%] [%] (%] [%] [%] (%] [%] [%]

0.0 - 0.2 268 33.5 28.6 17.4 0.134 —0.138 —4.4 —3.7 8.4 8.0 5.2 5.4 —2.0 7.7 8.4 2.6 1.5 0.93 +0.10
0.2 -0.6 230 17.2 15.6 7.0 0.308 - —1.2 1.5 3.0 —-3.2 3.4 8.3 0.0 —4.3 —1.8 0.5 1.5 0.85 4+ 0.08
0.6 — 1.0 47 39.0 34.1 18.9 - — 3.1 —4.5 8.4 2.6 1.5 33.6 —3.2 14.3 —1.2 0.6 1.3 0.82 4+ 0.02
log10(8) do/dlog1o(B) | Stot | Ostat | Osyst | Piyi+1 | Piit2 Sp, do, Sep Spa dpy 51;; Sep | OEp.q e 52 Spz 1+ dhad

[pY] (%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
—3.0 — —2.1 63 29.1 23.4 17.2 0.419 0.115 3.3 —5.2 4.8 —9.6 —3.0 5.2 —-1.1 6.0 8.8 3.4 3.0 0.89 £ 0.08
—2.1—-—-1.6 136 18.6 14.9 11.0 0.396 — —1.4 —1.7 —1.1 3.3 —1.5 12.5 1.2 9.4 .7 1.7 1.6 0.85 + 0.07
—1.6 — —0.5 21 38.4 30.6 23.2 — - —5.3 —2.9 —19.8 3.6 5.6 21.9 1.6 —8.4 —1.1 0.1 3.2 0.84 + 0.05
[Ag™| do/d|Ad™| Otot | Ostat | Osyst | Piit1 SBe 36, SEp Sp, Spy, 5,7;; Sep | 0B} q4 ¢ 5o2 opy, 1+ 6éhad
[degree] [pb/degree] [%] [%] (%] [%] (%] [%] [%] [%] (%] [%] [%] (%] [%] [%]
0.0 — 160.0 0.3 41.9 36.4 20.9 0.261 —1.2 —1.8 —2.5 —2.9 —2.9 6.7 —1.0 19.6 3.8 0.7 4.1 0.91 +0.16
160.0 — 180.0 5.2 17.2 14.9 8.7 — 0.2 —1.6 —0.4 4.5 —1.7 16.6 1.3 6.0 1.0 0.8 2.2 0.85 + 0.05

Table 5: Bin averaged hadron level differential cross saetifor the production of one central and one forward jet ffralitive DIS as a

function of (P;}"), .1, Z2ip, logo(3) and|A¢*|. The normalisation uncertainty 6f2% is not included. For more details see table 3.
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Figure 2: The distribution o} (E + P,) for FPS DIS events (points) and for beam-halo DIS
events (shaded histogram).
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Figure 3: The distributions of the variables> (a) and|t| (b) reconstructed using the FPS
(points) for events with two central jets. The beam-halddgacund is subtracted from the data.
The RAPGAP Monte Carlo simulation, reweighted to descrit®ejt distribution, is shown as
a histogram. Contributions from sub-processes are ilstr in ther p distribution as areas
filled with different colours.
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Figure 4: The distributions of the variablé¥ |, |An*| andzp for events with two central jets
and of the variablesPy), ; andz for events with one central and one forward jet (histogram
with the error bars). The beam-halo background is subtdgfcten the data.
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Figure 5: The differential cross section for the productibtwo central jets shown as a function
of Q?, y, log,o(zp) andzp. The inner error bars represent the statistical errors.other error
bars indicate the statistical and systematic errors addediadrature. NLO QCD predictions
based on the DPDF set H1 2007 Jets, corrected to the levedlbgtadrons, are shown as a
solid line and a dark green band indicating the hadronisati@ertainties and light green band
indicating the hadronisation and scale uncertainties @dddguadrature. LO QCD predictions
based on the same DPDF set are shown as a dotted line. The Nt@atans based on the
DPDF set H1 2006 Fit B with applied hadronisation correiare shown as a thick line. R
denotes the ratio of the measured cross sections and QCiztowed to the nominal values of
the measured cross sections. The total normalisation effo0% is not shown.
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Figure 7: The differential cross section for the productibtwo central jets shown as a function
of Q?, y, log,o(zp) andzp. The inner error bars represent the statistical errors.other error

bars indicate the statistical and systematic errors aduegiadrature. The RP and SCI+GAL
models are shown as solid and dotted lines, respectivelyeri®tds the ratio of the measured
cross sections and MC model predictions to the nominal gabfithe measured cross sections.
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Figure 8: The differential cross section for productionwbtcentral jets shown as a function
of Pr., and|An*|. For more details see figure 7.
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Figure 9: The differential cross section for productionwbtcentral jets shown as a function of
t (a), the correspondingslope (circle) shown as a function of> (b). The result is compared
to the H1 inclusive diffractive DIS data (triangles) [15]h& error bars indicate the statistical

and systematic errors added in quadrature.
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Figure 10: The differential cross section for the productidtwo central jets in the phase space
of the LRG measurement [3] as described the text in sectibn The cross section is shown
as a function ofog,,(z ). The inner error bars represent the statistical errors. duter error
bars indicate the statistical and systematic errors addgdadrature. The published LRG dijet
data are scaled down by a factorio?0 to correct for the proton dissociation contribution are
shown as open circles with the error bars indicating thessiedl and systematic errors added
in quadrature.
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Figure 11: The differential cross section for the productaf one central and one forward
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The inner error bars represent the statistical errors. Teraerror bars indicate the statistical
and systematic errors added in quadrature. NLO QCD predistbased on the DPDF set H1
2007 Jets, corrected to the level of stable hadrons, arersheva line with a dark green band
indicating the hadronisation error and light green bandcatthg the hadronisation and scale
errors added in quadrature. LO predictions based on the BdDd- set are shown as a dotted
line. The NLO calculations based on the DPDF set H1 2006 FiiitB applied hadronisation
corrections is shown as a thick line. R denotes the ratiomhbasured cross sections and QCD
predictions to the nominal values of the measured crosgossctThe total normalisation error

of 6.2% is not shown.
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Figure 12: The differential cross section for productiomoné central and one forward jet shown
as a function ot p, log,,(3) and|A¢*|. For more details see figure 11.

33



*

do/d<P> [pb/GeV]

Py

Figure 13: The differential cross section for productionaofe central and one forward jet
shown as a function of the mean transverse momentum of twdq f¥t, |An*| andn;. The
inner error bars represent the statistical errors. Therarter bars indicate the statistical and
systematic errors added in quadrature. The RP and the SQl+@d&dels are shown as solid
and dotted lines, respectively. R denotes the ratio of theesomed cross sections and MC model
predictions to the nominal values of the measured crosgssctThe total normalisation error
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Figure 14: The differential cross section for productiomoné central and one forward jet shown
as a function ot p, log,,(3) and|A¢*|. For more details see figure 13.
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