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Determination of the Strong Coupling Constant
from Jet Rates in Deep Inelastic Scattering

H1 Collaboration

Abstract:

Jet rates in deep inelastic electron proton scattering are studied with the H1
detector at HERA for momentum transfers squared between 10 and 4000 GeV?. It
is shown that they can be quantitatively described by perturbative QCD in next
to leading order making use of the parton densities of the proton and with the
strong coupling constant a, as a free parameter. The measured value, a,(M2) =
0.123 £+ 0.018, is in agreement both with determinations from e*e~ annihilation at
LEP using the same observable and with the world average.
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1 Introduction

In perturbative Quantum Chromodynamics (QCD), the theory of strong interactions at short
distances, cross sections are expressed as power series in the “running coupling constant” a,. The
value of this fundamental parameter is not given by the theory itself but has to be determined
from experiment. Much experimental effort has gone into the investigation of the dependence
of a,(u?) on the renormalization scale p? as predicted by the renormalization group equation
(RGE [1]) and the determination of its value at a particular scale, say p? = MZ, the mass
squared of the neutral heavy vector boson.

The study of the relative number of events with jets initiated by the emission of an extra
gluon from the outgoing ¢q pair is a method used commonly to determine a; in ete™ annihilation,
because this observable is known to have small corrections due to soft hadronic physics [2]. Tt is
not a priori clear that a similar procedure can be applied in deep inelastic ep scattering (DIS).
~ annihilation, the strongly interacting partons are
already present in the initial state. Besides the problem of dealing with the influence of the
hadronization mechanism, one expects significant contributions from multiple gluon emission
and quark pair creation particularly in the initial state. These parton shower processes are
usually only modeled in QCD-inspired Monte Carlo calculations and are not understood at a
more fundamental level. Also the parton density functions (PDF) inside the proton are not
precisely known.

The main reason is that, in contrast to ete

In this paper a first attempt is made to extract a, from jet multiplicities in DIS. Jet pro-
duction rates at the partonic level are obtained from jet rates at the detector level by the
application of a correction factor and are compared to theoretical predictions in next to leading
order (NLO). The paper is organized as follows. Following a discussion of the theoretical basis,
the Hl-experiment and the data selection are described. Then the correction factors relating the
observed jets in the detector to the underlying parton jets and the restrictions in phase space
which minimize the influence of parton showers are discussed. Finally the extraction of a, from
the data is described.

Many experimental questions relevant to this study, e.g. the existence and properties of jets
in DIS, the applicability of the JADE jet clustering algorithm [3], the comparison to QCD Monte
Carlo models etc., have already been discussed in a previous paper [4]. Other jet studies with
comparisons to leading order (LO) QCD calculations can be found in [5, 6].

2 Theoretical Basis

The simplest process leading to jets in the final state in DIS is the hard scattering reaction
e+ q— € + ¢. In order to explicitly account for the proton remnant this process is called a
(1 + 1)-jet reaction. A (2 + 1)-jet reaction arises in QCD at order O(a;) via the emission of a
hard gluon from the initial or final state quark (QCD Compton process) or via ¢q production
in photon gluon fusion processes.

Identifying the scale u? with the absolute value of the square of the four momentum transfer
@? from the incident electron, the ratio of jet cross sections

Uz+1(Q2)
Utot(Q2)

is determined by the value of a,(@?). The symbol ;,; here abbreviates the sum oy, + 044;.

R241(Q7) = (1)

In leading log QCD calculations, the cut-off parameter A in the expression for ags is not well

defined. Changing A to A’ is equivalent to replacing log(@?/A?) by log(Q*/A”*)+2log(A’/A). In
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leading log all constant terms are dropped and therefore all A values are equivalent. In contrast,
in two loop calculations the constant terms are fixed and A becomes a meaningful quantity. For
quantitative comparisons of the experimental rates with QCD which allow a determination of
a, it is therefore mandatory to have also R,y computed to O(a?) i.e. in NLO. In this paper
we use the results of D. Graudenz [7, 8], who investigated jet production in electron proton
scattering mediated via the exchange of virtual photons. The (1 4 1) and the (2 4 1)-cross
sections are computed for all photon helicity amplitudes up to NLO. Numerical predictions of
the cross sections for different experimental configurations based on these calculations can be
made using the Monte Carlo program PROJET [9]. Other NLO calculations evaluating the sum

over the polarization states of the virtual photon have also been published [10].

In NLO the respective cross sections are given by

0141(Q% ¥.) = A141,0(Q%) + . (Q%) A141,1(Q%, ¥e) (2)

and
02+1(Q27 yc) = as(Q2)A2+1,1(Q27 yc) + a?(Qz)A2+1,2(Q27 Z/c) (3)

The terms A;; contain the hard scattering matrix elements (without the strong coupling con-
stant) and the parton densities of the incoming proton. The first index stands for the jet
multiplicity as defined above. The second index indicates the order af to which the process
is calculated. y, is a jet resolution parameter (defined below), which is necessary both for the
assignment of final states with soft and nearly collinear partons to a given cross section class
and for the regularization of infinities in the theoretical expressions. Using eqs. (2) and (3) the
ratio in eq. (1) can also be expressed as a power series in a, which is correct to O(a?), i.e. only
(1+ 1) and (24 1)-jet events have to be included in the calculation of ;..

The parton densities contained in A;; are calculated at the factorization scale @?. They
are usually obtained via evolution from a low lying scale Q2 using a value a,(M%) as input
parameter, which may differ from that obtained in this analysis. For strict consistency one
would have to re-evolve the distributions using the value of a,(M32) obtained here [11]. Given
the presently obtainable accuracy of measurement (see section 6.2) this is however not necessary.

Besides the arguments given explicitly above, the functions A;; also depend on other ex-
perimental parameters such as acceptance cuts for the scattered electron and the jets. The
numerator of eq. (1) is computed from all configurations with two jets inside the acceptance
region and events with at least one jet in the acceptance region contribute to the denominator.

In PROJET the outgoing partons are grouped into jets using a modified JADE cluster
algorithm, where the proton remnant is represented by a pseudoparticle which carries only
longitudinal momentum. The algorithm thus automatically checks whether an outgoing parton
can be resolved from the remnant. The jet resolution parameter is given by

2
m2

Yo = W; ; (4)

where W is the invariant mass of the hadronic system and m,;; the invariant mass of any two
objects including the pseudoparticle. The choice of the scale W ensures a treatment of the jet
classification in DIS analogous to that used in ete™ annihilation and is also preferred for other
theoretical reasons [12].

3 H1 Apparatus

A detailed discussion of the H1 apparatus may be found elsewhere [13]. Here emphasis is put
on describing the main features of the components of the detector relevant to this analysis,
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which makes use mainly of the calorimeters and, to a lesser extent, of the central and backward
tracking systems. Polar angles # are defined with respect to the proton beam direction.

The inner part of the detector consists of the central tracking chamber (CT) supplemented
by a forward tracking detector (F'T) and a backward proportional chamber (BPC), covering the
polar angle ranges 25° < 8 < 155°, 7° < 8 < 25° and 155° < 8 < 175°, respectively. The central
and forward tracking devices are used to determine the vertex position, which is for 95% of the
events within 30 cm of the nominal interaction point. The BPC, together with the vertex, is
used to measure the electron scattering angle in the backward region. The angular resolution
achieved is better than 2 mrad.

The scattered electron and the hadronic energy flow are measured in a liquid argon (LAr)
calorimeter and in a backward electromagnetic lead-scintillator calorimeter (BEMC). Hadronic
showers which are not contained in the LLAr are measured in a surrounding instrumented iron
system housed in the return yoke of the superconducting solenoid. The solenoid is outside the
LAr calorimeter, and it provides a uniform magnetic field of 1.15 T parallel to the proton beam
axis at the interaction point.

The LAt calorimeter [14] extends over the polar angle range 4° < 6 < 153° with full azimuthal
coverage. The calorimeter consists of an electromagnetic section with lead absorbers, correspond-
ing to a depth of between 20 and 30 radiation lengths, and a hadronic section with steel absorbers.
The total depth of the LAr calorimeter varies between 4.5 and 8 hadronic interaction lengths.
The calorimeter is highly segmented in both sections with a total of around 45000 geometric
cells. The electronic noise per channel is typically in the range 10 to 30 MeV (1 ¢ equivalent
energy). Test beam measurements of LAr calorimeter modules have demonstrated energy resolu-
tions of o(F)/E =~ 0.12/\/E/ GeV & 0.01 for electrons [15] and o( FE)/FE =~ 0.5/\/FE/ GeV §0.02
for charged pions [13, 16]. The hadronic energy scale and resolution have been verified from
the balance of transverse momentum between hadronic jets and the scattered electron in DIS
events and are known to a precision of 5% and 10% respectively. The uncertainty of the absolute
energy scale for electrons is at the level of 3%.

The BEMC, with a thickness of 22.5 radiation lengths, covers the backward region of the
detector, 151° < # < 177°. Tt is mainly used to trigger on and to measure electrons from DIS
processes at low 2. The acceptance region corresponds to )2 values in the approximate range
5 < @ <100 GeV?. A resolution of o(F)/E ~ 0.10/\/FE/ GeV & 0.03 has been achieved. By
adjusting the measured electron energy spectrum to the kinematic peak the BEMC energy scale
is known to an accuracy of 1.7%.

A scintillator hodoscope situated behind the BEMC is used to veto proton-induced back-
ground events based on their early time of arrival compared to that of the nominal electron
proton collision.

4 Trigger and Data Selection

The analysis is based on a sample of DIS events taken in 1993 with an integrated luminosity of
~ 0.3 pb~'. Because of the nature of the H1 detector the data are divided into two sub-samples
with different sources of systematic errors. The sub-samples consist of events with the scattered
electron detected in the BEMC and in the LAr calorimeter respectively. In both cases Q% and the
usual DIS scaling variable y are calculated from the energy and angle of the scattered electron.

The hardware trigger of the first sub-sample requires an energy cluster with more than 4 GeV
in the BEMC and no time of flight veto from the scintillator hodoscope. After reconstruction
the data are subject to the following selection criteria:
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. An electromagnetic cluster must be present in the BEMC, which matches a space point in

the BPC, in the range 160° < 4, < 172.5°.

. The center of gravity of the electron cluster must have transverse distances to the beam

> 14 cm in either of two orthogonal directions to assure that the electron is well contained
inside the BEMC.

. The four-momentum transfer Q? measured using the electron must be between 10 and 100

GeV?2,

The energy E;, of the scattered electron must be greater than 14 GeV, corresponding to
y < 0.5, thus eliminating background from photoproduction. By also suppressing radiative
DIS events this cut strongly reduces radiative corrections to the cross section.

The second sub-sample consists of events in which the scattered electron is fully contained
in the LAt system. These events were triggered by the LAt electron trigger. Energy clusters are
reconstructed from the calorimeter cells. The electromagnetic cluster with the highest transverse
energy is accepted as the scattered electron after the following additional cuts:

1.
2.

Q@* > 100 GeV™.

y < 0.7 to suppress photoproduction and radiative DIS events.

. 10° < 8. < 148° to ensure the electron is contained in the LAr calorimeter and to avoid

the transition region between LAr and BEMC.

No muon track is allowed within a cone of 5° half opening angle around the direction of
the electron in the instrumented iron system in order to remove cosmic ray events.

. The energy deposited in the electromagnetic calorimeter in a cylinder extending from

radius 15 ¢cm to 30 cm around the electron direction must be below 1.2 GeV to ensure
that the electron is isolated. Similarly the energy in the hadronic calorimeter within 30
cm around the electron direction must be less than 0.5 GeV.

. To avoid migrations from low @? events into the LAr sample, the maximum BEMC cluster

energy allowed is 10 GeV.

The quantity 6§ = Y, 0rs (£ — P,) is limited to 30 GeV < § < 70 GeV. The lower cut
excludes events from photoproduction with the scattered electron inside the beam pipe.
As does the cut in y discussed above, this cut also reduces radiative corrections to the
cross section.

The following additional requirements were imposed on both sub-samples:

1.
2.

An event vertex within £30 cm in z of the nominal interaction point.

W? > 5000 GeV% This cut ensures an invariant mass squared of the two hard jets
> 100 GeV? for (2+1)-jet events at y, > 0.02. W? is calculated using the double angle
method [17]. This method relies on the angle of the scattered electron and the angle of
the total hadronic system and not on the jet multiplicity.

The final sample contains 12485 events with @? < 100 GeV? and 737 events with @2 > 100
GeVZ2. A fraction of 6.6% in the low Q? sample and of 4.2% in the high Q? sample is compatible
with being so called rapidity gap events. They were defined by the requirement that the distance
in pseudorapidity n between the most forward calorimeter cluster with energy > 400 MeV and
the most forward LAr calorimeter cell exceeds 1.8. These events have been shown to depend on
@? and the Bjorken variable z rather similarly to the other DIS events [18]. They are therefore
not treated separately.



5 Jet Analysis

Jets are reconstructed from energy clusters in the calorimeters using the JADE algorithm with
the remnant pseudoparticle represented by the missing longitudinal momentum in the detector.
This choice of algorithm is imposed because the theoretical calculations [7, 8] are performed in
this scheme. Here W needed in eq. (4) is calculated from the invariant mass of all objects used
including the pseudoparticle. The rates Ry are calculated from the number of events with N
jets inside the acceptance region divided by the number of events with at least one jet inside
this region.

In our previous publication [4] it was shown that the jet rates Ry, as a function of y, are
very well described by the LEPTO 6.1 Monte Carlo program [19] using the MEPS model. This
model is based on LO matrix elements and an approximate treatment of higher order effects
with leading log parton showers in the initial and final state. The hadronization follows the
Lund string model as implemented in JETSET [20]. Using this model it was demonstrated that
the jet rates at the detector level and the parton level agree within 15% for y. > 0.02 and that
there is a moderate migration between jet classes due to the finite resolution in mfj For example
~ 60% of the (2 4+ 1)-jet events at the parton level remain in this class at the detector level, a
annihilation experiments [21].

value similar to that observed in ete

The present analysis with much higher statistics confirms all these findings. The good
description of the data obtained using the LEPTO generator is however strongly dependent on
the inclusion of parton showers in the MEPS model. The (24 1)-jet rate at y. = 0.02 is increased
by more than 50% compared to a O matrix element calculation if parton showers are included.
This large effect is mainly due to initial state parton showering and cannot be accounted for by
going from LO to NLO matrix elements.

Using the MEPS model it was found that a cut on the jet polar angle in the laboratory
system (¥;.; > 10°) greatly reduces the influence of parton showers, particularly those from the
initial state. With this cut the (2 + 1)-jet rate with and without inclusion of parton showers
differs by less than 10%. Because the BEMC is not designed for the measurement of hadronic
jets, the jet angle in the backward direction is restricted to v;., < 145°. The MEPS model with
these additional cuts gives a very good description of the Ry, distributions in the LAr sample
for all values of .. The BEMC sample is fairly well described for y. > 0.015 (fig. 1).

In order to determine a,(Q?) the low @* sample is divided into three bins with about equal
populations of (24 1)-jet events, and the high @? sample into two bins. R.; at the parton level
is obtained by multiplying R,,, at the detector level by a correction factor. Without acceptance
cuts in ¥;., these factors were found to be close to unity. The inclusive 9;.; distribution at
the parton level differs, however, from that at the detector level, especially at low values of Q2.
Therefore, the ¥;,, cut needed for the suppression of parton showers leads to increased correction
factors, which were calculated using high statistics Monte Carlo sets generated with the MRSD™
parton densities [22]. They range between 1.08 and 1.52 and are given in table 1 (column 1).
The quoted errors are due to the Monte Carlo statistics.

The correction factors were also calculated using a Monte Carlo model which leads to a
different partonic configuration in the final state. Events were generated using LEPTO 6.1 to
simulate the electroweak interaction and photon gluon fusion, followed by ARIADNE 4.03 [23]
which includes QCD Compton and further gluon emission in the framework of the colour dipole
model. Such event simulations are henceforth referred to as CDM. For more details see ref. [4].
The MRSH parton density parametrization [24], which has been derived from a fit to the HERA
structure function measurements [25], was used. It is similar to the older MRSD~ parametriza-
tion. The CDM model describes the jet rates as a function of . at high @2 with an accuracy
similar to the MEPS model. The measured y, dependence at low Q? and the Q% dependence
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Figure 1: The Ry, distribution compared to the MEPS model for jets with 10° < 9;., < 145°
for a) @? < 100 GeV? and b) @* > 100 GeV?. The points are the observed jet rates with
statistical errors only. The full line represents the Monte Carlo prediction at the detector level.
The parton density parametrization used is MRSD™.

of Rsyq is however not as well described by this model. The correction factors are considerably
bigger than in the MEPS model, and the differences decrease with increasing @? (table 1, column

2).

Q7 [GeVY]| MEPS CDM
10-18 | 1.084£0.10 | 2.13 £ 0.12
1830 | 1.52+£0.19 | 2.10 £ 0.15
30-100 | 1.46£0.17 | 2.19 £ 0.17
100-400 | 1.38+0.13 | 1.68 £ 0.06

400-4000 | 1.10£0.11 | 1.28 £ 0.06

Table 1: Correction factors needed to calculate R,,; at parton level from R, at detector level
for two different Monte Carlo models.

6 Results

6.1 Comparison of Ry,; to the NLO Calculation

In fig. 2a the corrected rates, as defined in eq. (1), are plotted as a function of @ for y, = 0.02.
The correction factors are taken from the MEPS model as this provides the best description of
the data. The errors shown arise from the statistical error of the data and that of the correction
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factor described above. The data are compared to the PROJET O(a?) prediction using the
MRSH parton densities. The QCD cutoff parameter A is varied between 200 and 500 MeV,
the range allowed by previous measurements [2]. The A symbol is taken as an abbreviation for
A% [26]. The data are well described by a fundamental QCD calculation over a wide range of
space like momentum transfer squared.

Following the prescription in section 2, the strong coupling constant has been simultaneously
determined for 5 different values of @*. The result (fig. 2b) shows clearly the decrease of a;; with
the renormalization scale as predicted by the RGE. The falling dashed line represents the fit
obtained from a x? minimization of the data to the QCD prediction (x?/dof= 1.39). In addition
a fit to the Ansatz of constant a, is also included in the figure. This assumption is clearly in
conflict with the data (x*/dof= 5.1).

C\/Z\ 0.3 H‘ T \\\HH‘ T \\\HH‘ T \\\HH‘ C\/]\ \H‘ T \\\HH‘ T \\\HH‘ T \\\HH‘
o L ® HI — data i e e HI1 — data
- “e= A = 200 MeV (a) ~ 0.5 (b) -
I | — A = 350 MeV 1 S
oy L --- A = 500 MeV 1 | |
| 0(c?) (MRSH) |
. = 0.02 L i
0ol ¥ i 0.4F 4

L i LoD i
0.3 N

[ ] AN
0.1F . | 1
I 1 02r | \? 7 777777 :
O 1l Lol Lol Lol O‘]L TH‘ Lol Lol Lol i}
1o! 107 103 10* 1o! 107 103 10*
Q" [GeV’] Q" [GeV’]

Figure 2: Comparison of corrected jet rates to QCD in next to leading order. The vertical error
bars correspond to the statistical error of the data and the correction factors. a) The ratio Ry,
at y. = 0.02 as a function of Q? together with the PROJET prediction for various A values and
the MRSH parton density. b) The measured value of «;, as a function of @%. The fit to the RGE
prediction (falling dashed curve) is shown. For comparison the fit to the Ansatz of constant a;
is also included.

The main result of figs. 2a and 2b, namely the good description of the jet rates by a QCD
calculation in NLO and the evidence for the running of ay, is within the given model for the
calculation of correction factors rather insensitive to the details of the final analysis, for example
the choice of the parton density parametrizations and the value of the 9;., cut [27]. However
the fit result for as(M2) depends critically on the inclusion of the low @? data, for which the
dependence on both the PDI and the cut in 7., is strongest. The systematic uncertainty of the
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two lowest )” entries has been estimated by selecting different PDF and varying the 9;., cut '.
It was found to be less than +20%. In addition, at low Q? the correction factors are very model
dependent (table 1). Therefore only the two entries from the high @* sample are considered in
the following.

6.2 Determination of a (M%)

A QCD fit to the two high Q% measurements of a, in fig. 2b yields
a, (M%) =0.115£ 0.012 (5)

with x? = 0.09 per degree of freedom. The quoted error includes only the statistical error from
data and Monte Carlo.

Although the color dipole model does not give a good description of the measured jet rates
in the low Q? region it is used to estimate the model dependence of the fit result for the high
@? sample. Using the correction factors from this model yields as(MZ) = 0.130 £ 0.012. From
the average of both fits ag(M2) = 0.1234+0.012 + 0.008 is derived. The first error is statistical,
and the second due to the model dependence of the correction factors.

In order to estimate further systematic errors of the analysis several checks have been
made [27] using the MEPS model for calculating the correction factors. They are discussed
in the following and the results are included in table 2.

For (2+1)-jet events the fraction z of the initial state proton momentum taken by the in-
coming parton is given by

z=9y.+z(1-y.), (6)

where z is the usual Bjorken scaling variable. Therefore, with y. = 0.02, the numerator in
eq.(1) only contains events with z > 0.02, whereas the denominator is dominated by events with
z values reaching down to 1.5 x 107 where the quark densities are not so well constrained.
To account for this uncertainty, the QCD fit was repeated using CTEQ(2pM) [28] which also
includes the HERA structure function measurements. The fit yields a (M%) = 0.117 £ 0.012.

Around 50% of the (241)-jet cross section at high @2 is gluon initiated. Repeating the
analysis with the GRV parametrization [29], which contains distinctly more gluons at small
z values, a,(M%) = 0.114 + 0.012 is obtained. In addition an overall uncertainty of +10%
in the gluon density of MRSH was assumed. This error band is in accordance with a recent
investigation by the NMC collaboration [30] at @* < 20 GeV? in which the systematic errors of
the gluon density and the sensitivity to the input value of a, were determined. The resulting
error in a,(M2) due to the combined uncertainty in the quark and gluon densities was thus

calculated to be 4+0.005.

For an investigation of the systematic uncertainty resulting from the restricted range of jet
angles, the lower v;., cut was varied between 8° and 12° and the upper cut between 140° and
150°. From the observed dependence of a;(M3) on the value of the ¥;., cut a further systematic
error of £0.003 was calculated.

Due to the finite resolution in m?j, the result also depends on the chosen value of the jet
resolution parameter y.. Repeating the analysis for y. = 0.03, the systematic error due to the
particular choice of y. = 0.02 was estimated to be £0.005.

Since mfj/ W? depends linearly on the hadronic energy, an error in the calorimetric energy
scale influences the jet classification at fixed y, and therefore our determination of a,. This scale
is presently known to an accuracy of 5% leading to Aa,(M2) = +0.006.

LA detailed discussion follows in the next section.
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Error source Aa,(M2)
QCD models +0.008
Parton density functions +0.005
;s cut 40.003
Value of y. +0.005
Hadronic energy scale +0.006
Renormalization and factorization scale | 40.003

Table 2: Systematic errors on the determination of a,(M2)

The default renormalization scale assumed by PROJET is Q2. By varying the scale in
multiples of @? as suggested in [8] A the uncertainty in a,(M2) due to this scale was found to
be £0.002 for scales between @?/4 and 4 Q2. By changing the factorization scale @ in the same
range the uncertainty due to the factorization scale in the PDF was proven to be of the same
order. The investigation of other proposed scales [31] is left to a future analysis.

Adding the statistical error and the systematic errors of table 2 in quadrature yields
a,(M?) = 0.12340.018.

This has to be compared with a, = 0.119 4 0.010 obtained from the LEP experiments using the
same observable in NLO [2], and with a (M%) = 0.117 £ 0.005 from the world average [32].

7 Conclusions

It has been shown that the jet rates in deep inelastic electron proton scattering are well described
by a second order QCD calculation. Dividing the data into five Q? bins, the coupling constant a,
was measured, though in a model dependent way, at these different scales using one observable in
a single experiment. For Q% values > 100 GeV?, the dependence on correction factors obtained in
different QCD models is much reduced, permitting a determination of as(M2) = 0.123+ 0.018.
The agreement between the a, values determined from the same observable in deep inelastic
ep scattering and ete™ annihilation again demonstrates the coherence and consistency of the
underlying QCD picture.
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